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This study proposes a novel design method of a neuromorphic electronic circuit: design of a neuromorphic circuit 

based on appropriately selected hybrid dynamics of synchronous sequential logic, asynchronous sequential logic, and 

numerical integration. Based on the proposed design method, a novel central nervous system model of C. elegans, and 

an olfactory bulb model are presented. It is then shown that the presented models can realize typical responses of a 

conventional central nervous system model of C. elegans, and the observation of chaos in the olfactory bulb. 

Furthermore, the presented models are implemented by a field programmable gate array and the presented model of 

C.elegans is used to control a prototype robot of C. elegans body. Then, experiments validate that the presented 

central nervous system model enables the body robot to reproduce typical chemotaxis behaviors of the conventional C. 

elegans model. In addition, comparisons show that the presented model consumes fewer circuit elements and lower 

power compared to various central nervous system models of C. elegans based on synchronous sequential logic, 

asynchronous sequential logic, and numerical integration. 

Key Words : Hybrid nonlinear dynamics, Asynchronous SL, C. elegans, Chemotaxis, FPGA, olfactory 

bulb, 

 

 

Ⅰ. General Introduction 
The C. elegans in Fig. 1(a) has one of the simplest and 

the most well understood central nervous systems[2]. In 

spite of its simple nervous system, the C. elegans can 

perform decision making functions such as chemotaxis 

behaviors[3]-[7], which cause various movements (e.g., 

clockwise turning, anticlockwise turning, and random 

movement) to approach chemoattractant (e.g., food) and 

to escape from chemorepellent (e.g., poison). 

There exist various research projects aiming at designing 

artificial central nervous system models of the C. 

elegans by electronic circuits[8]-[14], where their 

motivations include to build fundamental frameworks 

for developing brain-inspired robotics and brain-inspired 

computing. For example, Refs. [11][12] design a 

simplified artificial central nervous system model of the 

C. elegans as shown in Fig. 1(b). Also, Fig. 2 shows a 

picture of olfactory bulb of mammal [16]. The olfactory 

bulb model of mammal has been established as a 

mathematical model based on anatomy and 

electrophysiology[17]-[23]. In recent years, there have 

been cases of abnormalities in the sense of smell due to 

the aftereffects of covid-19 virus. There exist various 

research projects aiming at designing artificial nose 

model of mammal by electronic circuits, where their 

motivations include to build fundamental frameworks 

for elucidation of the mechanism of brain function 

including the olfactory bulb. Note that most 

neuromorphic electronic circuits[15], including the 

artificial central nervous system circuit of the C. elegans 

 
(a)                                        (b) 

Fig. 1: (a) Picture of C. elegans[1]. (b) A simplified 

central nervous system model of the C. elegans[11][12]. 

 

           
Fig. 2 : Picture of mammal olfactory bulb. 

 

and olfactory bulb model of mammal, have been 

modeled and implemented based on the following three 

methods: (1) ordinary differential equation model 

implemented by analog dynamic circuit, (2) difference 

equation model implemented by switched capacitor 

circuit, and (3) numerical integration model 

implemented by digital signal processor. On the contrary, 

recently, various neuromorphic electronic circuits based 

on the novel fourth method have been developed: (4)} 

asynchronous cellular automaton neuromorphic model 

implemented by asynchronous sequential logic (SL) 



[24]-[33]. It has been shown that asynchronous SL 

neuromorphic circuits have been more hardware-

efficient compared to digital signal processor 

neuromorphic circuits that have been designed based on 

numerical integrations straightforwardly[24]-[33]. 

Inspired by the researches on the simplified artificial 

central nervous system circuits of the C. elegans and the 

hardware-efficient asynchronous SL neuromorphic 

circuits, in this paper, a novel simplified central nervous 

system model of the C. elegans is presented based on 

hybrid dynamics of asynchronous SL, synchronous SL, 

and numerical integration. In addition, this paper aims at 

comparing the presented model with various central 

nervous system models based on asynchronous SL, 

synchronous SL, and numerical integration. The 

presented model is implemented by a field 

programmable gate array (FPGA) and it is shown that 

the presented model can realize typical chemotaxis 

behaviors of a physically assembled prototype robot of 

the C. elegans. Additionally, it is shown that the 

presented model is most hardware-efficient in the 

compared models. Novelties and significance of this 

paper include the following points:  

(a) a neuromorphic circuit based on the hybrid dynamics 

of asynchronous SL, synchronous SL, and numerical 

integration is presented in this paper for the first time, 

and (b) the results of this paper will provide fundamental 

knowledge about designing hardware-efficient central 

nervous system models and other brain-inspired 

processors. 

 

Ⅱ. A novel simplified C. elegans mode 
In this section, a novel simplified central nervous 

system model of the C. elegans is presented, where the 

network structure in Fig. 1(b) [11][12] is used as the 

structure of the presented model. On the contrary, the 

dynamics of the model is totally different from that of 

the model in [11][12], i.e., the presented model is 

designed based on hybrid dynamics of the following 

three kinds of dynamical systems, where SL represents 

sequential logic. This paper treats only a part of the 

model, and details of the model will be described in my 

master's thesis. 

・ Numerical integration (NI) having fixed point number 

internal states 

・ Synchronous SL (SSL) having integer internal states 

and triggered by a single clock 

・ Asynchronous SL (ASL) having integer internal states 

and triggered by multiple asynchronous clocks 

 

Ⅲ. Design of neuron models Ni in C.elegans 

model 
Let us define the following sets, where “↑” denotes a 

positive edge of a rectangular-shaped signal.  

E is the set {↑, 0} of the positive edge and zero. F is the 

set of the signed fixed point numbers with 14-bit integer 

part and 9-bit decimal part. 𝑵𝑵 is the set {0, 1, …, N} of 

finite integers. The neuron model 𝑁𝑖, i ∊ {1, 2}, has 

clock input 𝐶𝑁𝐼 , 𝐶𝑖
𝑑𝑖𝑓

 ∊ E for NI, clock inputs 𝐶𝑖
𝑈, 𝐶𝑖

𝐵, 

and 𝐶𝑖
𝑐𝑒𝑙  ∊ E for ASL, stimulation input s ∊ F, and spike 

output 𝑌𝑖 ∊ E, where the clocks 𝐶𝑁𝐼 , 𝐶𝑖
𝑈, 𝐶𝑖

𝐵, 𝐶𝑖
𝑑𝑖𝑓
, and 

𝐶𝑖
𝑐𝑒𝑙  have periods 𝑇𝑁𝐼 , 𝑇𝑖

𝑈, 𝑇𝑖
𝐵 , 𝑇𝑖

𝑑𝑖𝑓
, and 𝑇𝑖

𝑐𝑒𝑙, 

respectively. The neuron model 𝑁𝑖 has the following 

membrane potential 𝑉𝑖, and internal states. 

𝑉𝑖 , 𝑠𝑖 , 𝑢𝑖
𝑑, 𝑏𝑖

𝑑, 𝑖𝑖
𝑑 , 𝑉𝑖

𝑑𝑖𝑓
 ∊ F. 

𝑈𝑖
ℎ, 𝐵𝑖

ℎ , 𝑃𝑖
ℎ , 𝑄𝑖

ℎ , 𝑉𝑖
𝑐𝑒𝑙 , 𝑃𝑖

𝑐𝑒𝑙  ∊ 𝑵𝑵. 

Let “:=” denote an instantaneous state update. 

If 𝑉𝑖 < 𝑉𝑖
𝑇, the neuron model 𝑁𝑖 exhibits the following 

state transitions. NI and ASL hybrid dynamics of neuron 

model 𝑁𝑖: 
 

If 𝐶𝑁𝐼 = ↑, then 

 

{
 
 

 
 

𝑠𝑖 ∶=  𝐹𝑖
𝑠(𝑠𝑖 , 𝑠),

𝑢𝑖
𝑑 ∶=  𝐹𝑖

𝑢𝑑(𝑢𝑖
𝑑 , 𝑏𝑖

𝑑, 𝑖𝑖
𝑑),

𝑏𝑖
𝑑 ∶=  𝐹𝑖

𝑏𝑑(𝑢𝑖
𝑑, 𝑏𝑖

𝑑, 𝑖𝑖
𝑑),

𝑖𝑖
𝑑 ∶=  𝐹𝑖

𝑖𝑑(𝑢𝑖
𝑑 , 𝑏𝑖

𝑑, 𝑖𝑖
𝑑).

                (1) 

 

If 𝐶𝑖
𝑈 = ↑, then  

{
𝑈𝑖
ℎ ∶=  𝐹𝑖

𝑈ℎ(𝑈𝑖
ℎ, 𝑃𝑖

ℎ , 𝐵𝑖
ℎ , 𝑠),

𝑃𝑖
ℎ ∶=  𝐹𝑖

𝑃ℎ(𝑈𝑖
ℎ , 𝑃𝑖

ℎ , 𝐵𝑖
ℎ , 𝑠).

            (2) 

 

If 𝐶𝑖
𝐵 = ↑, then  

{
𝐵𝑖
ℎ ∶=  𝐹𝑖

𝐵ℎ(𝑈𝑖
ℎ , 𝑄𝑖

ℎ , 𝐵𝑖
ℎ , 𝑠),

𝑄𝑖
ℎ ∶=  𝐹𝑖

𝑄ℎ(𝑈𝑖
ℎ, 𝑄𝑖

ℎ , 𝐵𝑖
ℎ , 𝑠).

            (3) 

 

If 𝐶𝑖
𝑑𝑖𝑓

 = ↑, then  

𝑉𝑖
𝑑𝑖𝑓

∶=  𝐹𝑖
𝑑𝑖𝑓
(𝑉𝑖

𝑑𝑖𝑓
, 𝑏𝑖
𝑑).               (4) 

 

If 𝐶𝑖
𝑐𝑒𝑙  = ↑, then  

{
𝑉𝑖
𝑐𝑒𝑙 ∶=  𝐹𝑖

𝑐𝑉(𝑉𝑖
𝑐𝑒𝑙 , 𝑃𝑖

𝑐𝑒𝑙 , 𝑈𝑖
ℎ),

𝑃𝑖
𝑐𝑒𝑙 ∶=  𝐹𝑖

𝑐𝑃(𝑉𝑖
𝑐𝑒𝑙 , 𝑃𝑖

𝑐𝑒𝑙 , 𝑈𝑖
ℎ).

           (5) 

 

𝑉𝑖 = 𝐹𝑖
𝑉(𝑉𝑖

𝑑𝑖𝑓
, 𝑉𝑖

𝑐𝑒𝑙).                     (6) 

 

The functions 𝐹𝑖
𝑠, …, 𝐹𝑖

𝑉 are designed in my master's 

thesis. The variable 𝑠𝑖 is assumed to have a lower bound 

10. If 𝑉𝑖 ≥ 𝑉𝑖
𝑇, the neuron model 𝑁𝑖 exhibits the 

following reset. 

 

If 𝐶𝑖
𝑉 = ↑, and 𝑉𝑖 ≥ 𝑉𝑖

𝑇, then 𝑉𝑖 ∶= 𝑉0.          (7) 

 

The neuron model 𝑁𝑖 generates the following spike 

output. 

 

𝑌𝑖 = {
0 if 𝑉𝑖 < 𝑉𝑖

𝑇

↑ if 𝑉𝑖 ≥ 𝑉𝑖
𝑇                                 (8) 

 

Fig. 3 shows a timing chart of the neuron model 𝑁𝑖. Our 

extensive analyses revealed that the neuron models N1 

and N2 exhibited the following responses (see Fig. 4). 

・ The neuron model N1 generates spikes 𝑌𝑖  = ↑ when the 

input s is  increasing in time. 

・The neuron model N2 generates spikes 𝑌𝑖  = ↑ when the 

input s is decreasing in time.  

C. elegans chemotaxis can be realized by a system 

constructed with such neuron models. Details of the 

model will be described in my master's thesis. 



 

 
Fig.3 : Timing chart of neuron model 𝑁𝑖, i ∊{1, 2}. 

 

 
Fig.4 : Simulation result showing responses of the 

neuron models N1 and N2 to the stimulation input s. 

 

Ⅳ. Implementation and Comparisons 
The dynamic equations of the presented central 

nervous system model were handwritten as RTL-level 

Verilog-HDL codes. The set of these Verilog-HDL 

codes were compiled by Xilinx's design suite Vivado 

2020.1 and the resulting bitstream file was downloaded 

to Xilinx's field programmable gate array (FPGA) 

device Xc7a200tsbg484-1. It was confirmed that the 

implemented model exhibited the responses of 

chemotaxis. For comparison, several central nervous 

system models of the C. elegans were implemented as 

summarized in Table 1. The model no. 1 is the presented 

model. The model no. 2 is the most straight forward 

model, i.e., the differential equations of the central 

nervous system model in [11] were implemented by 

numerical integrations (Euler formula) straightforwardly. 

The other models from no. 3 to no. 10 are modeled by 

various mixtures of the numerical integration, the 

synchronous SL, and the asynchronous SL.  

For fairness of comparison, the bit lengths of the 

registers of the 10 models were shortened  

 

as short as possible to realize the chemotaxis behaviors. 

Note that the asynchronous and synchronous SLs are not 

used in all the models in Table 1. The reason for this is 

that some nonlinear functions of the neuron models have 

three or more arguments and thus these functions are not 

suited to be implemented by look-up tables of SLs. 

Table 1 shows comparison results. It can be confirmed 

that the presented model (model no. 1) is the model of 

choice since it consumes the fewest circuit elements and 

the lowest power. On the contrary, the straightforward 

numerical integration model (model no. 2) is the worst 

choice since it consumes the most circuit elements and 

the highest power. Note that the nonlinear functions of 

the neuron model are implemented by look-up tables in 

the case of the SLs and by multipliers in the case of the 

numerical integration. Our analyses revealed that 

nonlinear functions with low resolutions can be used to 

realize the chemotaxis behaviors of the robot. Therefore, 

the SLs (with the low resolution functions) are more 

suitable for implementing the nonlinear vector field of 

the neuron model compared to the numerical integration 

(with the multipliers). Note also that our previous 

research revealed that the asynchronous SL could 

equivalently realize a higher resolution of a nonlinear 

vector field compared to the synchronous SL[26].  

Therefore, the asynchronous SL is more suited to 

implement the neuron model compared to the 

synchronous SL. 

 

Ⅴ. A novel simplified olfactory bulb model 
In this section, a novel simplified olfactory bulb model 

of mammal is presented, where the system in Ref. [17] 

is used as the structure of the presented model. On the 

contrary, the dynamics of the model is totally different 

from that of the model in [17], i.e., the presented model 

is designed based on dynamics of the following 

dynamical systems, where SL represents sequential logic. 

 

・ Asynchronous SL (ASL) having integer internal states 

and triggered by multiple asynchronous clocks 

 

Let us define the following sets, where “↑” denotes a 

positive edge of a rectangular-shaped signal. E is the set 

{↑, 0 } of the positive edge and zero. F is the set of the 

signed fixed point numbers. 𝑵𝑵 is the set {0, 1, …, N} 

of finite integers. The olfactory bulb model has clock 

inputs 𝐶𝑚, and 𝐶𝑔$ ∊ E for ASL, stimulation time t ∊ F, 

where the clocks 𝐶𝑚, and 𝐶𝑔 have periods 𝑇𝑚, and 𝑇𝑔. 



The olfactory bulb model has the following membrane 

potentials of mitral cells and granule cells 𝑀𝑖, and 𝐺𝑖. 
 

𝑀𝑖 , 𝐺𝑖 , 𝑃𝑚, 𝑄𝑔 ∊ 𝑵𝑵. 

 

ASL dynamics of olfactory bulb model:  

 

If 𝐶𝑚 = ↑, then  

{
𝑀𝑖 ∶=  𝐹𝑚(𝑀𝑖 , 𝑀𝑗 , 𝐺𝑗 , 𝑃𝑚 ),

𝑃𝑚 ∶=  𝐹𝑃(𝑀𝑖 , 𝑀𝑗 , 𝐺𝑗 , 𝑃𝑚).
                  (9) 

 

If 𝐶𝑔 = ↑, then  

{
𝐺𝑖 ∶=  𝐹𝑔( 𝑀𝑗 , 𝐺𝑖 , 𝑄𝑔  ),

𝑄𝑔 ∶=  𝐹𝑄(𝑀𝑗 , 𝐺𝑖 , 𝑄𝑔).
                     (10) 

 

where, $j$ indicates the past time defined by 𝑗 = 𝑖 − 1. 
The functions 𝐹𝑚, …, 𝐹𝑄 are designed in my master's 

thesis except for 𝑙𝑜𝑙 . For example, Fig. 5-6 shows a 

simulation result showing responses of the olfactory 

bulb model of parameter c = 0.25. We implemented the 

same procedure while changing the parameter c. The 

details of the results was described in the master's thesis. 

 

 
Fig. 5 : Simulation result showing responses of the 

mammal models to the stimulation c = 0.25 by 

asynchronous SL. 

 

 
Fig. 6 : Simulation result showing the lyapunov 

exponent of the mammal models to the stimulation c = 

0.25 by asynchronous SL. 

 

Ⅵ. Implementation and Comparisons 
The dynamic equations of the presented mammal 

model were handwritten as python and C language 

codes. The set of these codes were compiled by Jupyter 

Notebook and Xilinx's design suite Vitis and the 

resulting bitstream file was downloaded to Xilinx's field 

programmable gate array (FPGA) device XC7Z020-

1CLG400C and XC7A100T-1CSG324C. It was 

confirmed that the implemented model designed the 

membrane potential in Section V-VII. For comparison, 

the olfactory bulb model of mammal was implemented 

as summarized in Table 2-3. The olfactory bulb model 

of mammal with the asynchronous SL is the presented 

model. In both cases, it can be confirmed that the 

olfactory bulb model with Asynchronous SL is the lower 

power than that one of numerical integration. 

Therefore, the asynchronous SL is more suited to 

implement the olfactory bulb model compared to the 

numerical integration. 

 

Ⅶ. Overall Conclusions 
In this paper, the novel central nervous system model 

of the C. elegans was designed by the novel design 

concept `` design of a neuromorphic circuit based on 

hybrid nonlinear dynamics of asynchronous SL, 

synchronous SL, and numerical integration'', and the 

novel olfactory bulb model of mammal was designed by 

the novel design concept `` design of a neuromorphic 

circuit based on nonlinear dynamics of asynchronous 

SL.'' It was shown that the presented model could 

realize the typical decision making functions 

(chemotaxis) of the C. elegans, and the observation of 

chaos in the olfactory bulb. It was also shown that the 

presented model (no. 1) consumed the fewer circuit 

elements and the lower power compared to various 

central nervous system models of the C. elegans 

including the straightforward numerical integration 

model (no. 2). It was shown that the asynchronous SL 

model consumed the lower power compared to the 

olfactory bulb models of mammal including the 

straightforward numerical integration model. These 

results suggest that the results of this paper will be 

fundamental ingredients to design hardware-efficient 

brain-inspired robotics and computing. Problems for 

these future developments include: (a) development of a 

central nervous system model of a higher order 

organism based on the hybrid dynamics of SL and 

numerical integration, (b) development of a systematic 

analysis method of the hybrid dynamics. 
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