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Abstract— ORB-SLAM2 is a feature-based sparse visual simultaneous localization and mapping (SLAM) 

system. After obtaining images and related data from sensors and cameras, it can extract useful information from 

them, and perform real-time positioning and map construction. This technology is now widely used in the fields of 

unmanned driving, smart home and factory operations, and it also provides a relatively stable foundation for the 

creation and development of many new SLAM systems. However, the current ORB-SLAM2 system can only work 

stably and normally when the camera is moving steadily and slowly. When the camera moves too fast or violently 

bumps, the image taken by the camera will inevitably be blurred, which will easily cause the "Track Lost" of the 

ORB-SLAM2 system. In order to solve this problem, this thesis combines the ORB-SLAM2 system with a 

deblurring algorithm based on deep learning, and uses the SLAM-oriented data set to optimize the deep learning 

network. This thesis also adds a blur detection module to ORB-SLAM2, which enables it to automatically 

distinguish blurry images. The experimental results demonstrated that this work detects and deblurs the blurred 

image, successfully avoiding part of the "Track Lost", and improving the accuracy of ORB-SLAM2 mapping.  
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I. INTRODUCTION 

With the rapid development of science and technology, 

high-tech technologies such as drones, autonomous 

driving, and intelligent robots have gradually attracted 

more and more attention in the past two decades. At the 

same time, however, these technologies are facing a 

problem that needs to be solved urgently. In order to ensure 

that the robot can accurately and quickly go to the 

destination designated by the human, we usually need to 

prepare an extremely accurate and reliable map for it, so 

that it clearly knows its own location and the location of 

the destination during the movement. However, in 

practical applications, the environment in which the robot 

is located is usually "unknown" in many cases. Therefore, 

we need the robot to locate its own location based on the 

information returned by the sensor without any prior 

knowledge, analyze the data by itself, and finally complete 

the mapping of the unknown environment. Real-time 

positioning and map construction technology has thus 

become one of the hot topics of researchers. 

The basic concept of SLAM technology is that we equip 

a robot or robot car with some specific sensors, and then 

put it into an unknown environment. When the robot 

moves in that unknown environment, although it cannot 

directly obtain its own position coordinates, it can obtain 

some indirect physical quantities from the sensor, such as 

the angular velocity and acceleration of the movement, and 

the image of the surrounding environment. We hope that 

after obtaining these data, the robot can analyze and 

calculate its own position independently, and record it. 

Finally, by repeatedly observing the unknown 

environment, recording relevant data, analyzing and 

calculating, a complete map of the environment will be 

constructed. 

When the sensor is set as a camera, we call this system 

visual SLAM (V-SLAM). The visual SLAM camera will 

shoot the surrounding environment at a certain rate and 

obtain the image stream. ORB-SLAM only supports 

monocular cameras, while ORB-SLAM2 supports both 

binocular cameras and RGB-D cameras on this basis. 

According to the different ways of processing input data, 

we divide V-SLAM into feature-based SLAM and direct 

SLAM. Feature-based SLAM will perform feature 

extraction on the input image, and then only process the 

feature data. 

The ORB-SLAM used in this thesis is a sparse SLAM 

system based on feature extraction. The feature point 

extraction method it uses is the oriented FAST and rotated 

BRIEF (ORB) algorithm. Because ORB-SLAM does not 

process all the elements in the input image, but only 

extracts some of the data with obvious characteristics for 

subsequent operations, which results in it being more 

robust than direct SLAM. However, its shortcomings are 

also very obvious: because the construction of the map 

completely depends on the extraction and matching of 

feature points, when errors occur in these two steps, it is 

easy to make the ORB-SLAM system not work properly. 

So far, there is currently no suitable solution to the 

problem of "the rapid movement of the robot or the violent 

turbulence caused motion blur in the captured pictures, so 

that sufficient feature points cannot be extracted". 

Therefore, this work has carried out research and 



discussion on this issue. By combining deep learning 

technology with ORB-SLAM2, the accuracy of mapping 

has been improved. 

 

II. METHODS 

A. The overall framework 

The overall framework of this work is shown in Figure 

1. After getting the image from the monocular camera, 

before ORB-SLAM2 performs image preprocessing, we 

added a blur detection module and a deblurring module. In 

the blur detection module, we will detect the input image 

to determine whether it is "blur". If it is detected that the 

image contains motion blur, the image will be sent to the 

deblurring module for deblurring, and then the clear image 

after deblurring will be sent to the tracking module of 

ORB-SLAM2. If the detected image is clearer, the image 

will be directly sent to the tracking module of ORB-

SLAM2 to save calculations and reduce running time.  

Fig 1. The overall flow framework of our work 

B. The blur detection module 

In order to ensure the real-time performance of the 

ORB-SLAM2 system, we have chosen a simpler method 

to detect the image blur. In this method, the blurriness of 

the image is only represented by a floating-point value. 

After obtaining the floating-point value, we will compare 

it with a set threshold to determine whether the image is 

blurry. The overall process framework of the blur detection 

part is shown in Figure 2. 

As can be seen from the figure, the blur detection part is 

roughly divided into four steps: First, we convert the 

obtained image into a grayscale image, and then we 

convolve it with the Laplacian operator, and then calculate 

its variance. Finally, we compare the variance obtained 

with the threshold set at the beginning. The threshold 

represents the minimum "information" required for an 

image to be judged as "clear". If the variance is greater than 

the set threshold, it means that the blur degree of the image 

is small, and it will be determined as "clear". If the variance 

is less than the set threshold, it means that the image is 

blurred and the image will be determined to be "blurred". 

Fig 2. The overall framework of the blur detection model 

The blur detection method chosen in this work expresses 

the "blur degree" of the image with a floating-point value, 

which is very convenient and simple, but the selection of 

the threshold is very important. When the threshold is set 

too low, if the image is not clear, it will be incorrectly 

marked as blurred. If the threshold is too high, an image 

that is actually blurred will not be marked as blurred. 

The selected threshold is closely related to the "data" or 

"data set" used in the blur detection experiment, and there 

is a clear gap between the optimal thresholds in different 

situations. Therefore, according to the data set used in the 

experiment of this thesis, it is very important to select a 

targeted preset threshold that is more suitable for the ORB-

SLAM2 system. 

In order to select a more suitable blur detection threshold 

for the ORB-SLAM2 system, we used some data from 

EuRoC MAV Dataset to construct a new test data set V-

test. This data set contains 2182 gray-scale images, of 

which about 300 blur images cannot be extracted by ORB-

SLAM2 and cause the "Track Lost" phenomenon. 

We set the progressive value to 0.1, and tested the 

number of blurred images from 1.0 to 2.0 in turn. In this 

case, the number of blurred images measured by the blur 

detection program is shown in Table 1. 

Table 1. Threshold and corresponding blurred images 

Threshold Blur img Threshold Blur img 

1.0 146 1.6 245 

1.1 179 1.7 295 

1.2 191 1.8 443 

1.3 199 1.9 752 

1.4 199 2.0 1155 

1.5 223   

 



It can be seen from Table 1 that when the threshold is 

set to 1.7, the number of blurred images detected by the 

program is closest to 300, and when the threshold is greater 

than 1.7, the number of blurred images detected suddenly 

increases sharply. And after the comparison, it is found that 

the image detected by the blur detection program and the 

blur image in the original data set basically coincide. This 

shows that when the threshold is set to 1.7, it is most 

suitable for the ORB-SLAM2 system. 

C. Image deblurring module 

To ensure the real-time performance of the ORB-

SLAM2 system, we intend to find a lightweight, fast, and 

low-computing deblurring algorithm. DeblurGAN-v2 is an 

end-to-end generative adversarial network (GAN) which 

oriented to deblurring blurred images caused by fast 

motion. So this work finally decided to use DeblurGAN-

v2 for deblurring. 

Fig 3. The overall framework of Image deblurring module 

The overall framework of the image deblurring module 

which using DeblurGAN-v2 is shown in Figure 3. The 

main body of the structure is a feature pyramid network 

(FPN), which supports a variety of backbone options, and 

here they used Inception-ResNet-v. The FPN designed by 

O. Kupyn et al. contains five-scale feature output, which is 

up-sampled to a quarter of the original input size and 

stitched as a whole (it contains multi-scale information). 

After that, two up-sampling modules and convolutional 

layers were added to restore the original image size and 

reduce artifacts. 

When training DeblurGAN-v2, O. Kupyn et al. formed 

their training data set by selecting every second frame from 

the GoPro and DVD data sets, and selecting each tenth 

frame from the NFS data set. Correspondingly, we also 

select images from the EuRoC MAV dataset to form a 

training data set that is more suitable for the SLAM system. 

The DeblurGAN-v2 network trained with such a data set 

will be more suitable for SLAM system deblurring, thereby 

improving the accuracy of building maps. 

 

III. RESULTS 

The evaluation work of this experiment was conducted 

on Ubuntu 16.04 and ROS Kinetic with Intel® Core™ i7-

9700 CPU @ 3.00GHz with 8 cores and RAM 32GB. The 

graphics is llvmpipe (LLVM 6.0, 256 bits), and the 

operating system type is 64 bits. 

A. Implementation of real-time ORB-SLAM2 system 

We used the RealSense D435i RGB-D camera to make 

ORB-SLAM2 run in real time in a real environment. Its 

running state is shown in Figure 4. As shown in the figure, 

the environment taken by the camera is an ordinary room. 

ORB-SLAM2 successfully detected the feature points on 

the image and constructed the map in real time. 

Fig 4. ORB-SLAM2 run in real time in a real environment 

We also used 4WD robot substrate and RPLIDAR A1 

360° laser scanning radar to build a highly integrated ROS 

robot to cooperate with the experiment, as shown in Figure 

5. After loading the D435i RGB-D camera and laptop on 

the robot, we can remotely control the car to move in the 

real environment. At the same time, ORB-SLAM2 will 

process the image sent by the RGB-D camera and construct 

map in real time. 

Fig 5. The highly integrated ROS robot 

B. Avoidance of the "Track Lost" phenomenon 

We used the original ORB-SLAM2 and the deblurring 

ORB-SLAM2 proposed in this work to run the same data 

set for comparison experiments. Figure 6 respectively 

shows two sets of contrast images of ORB-SLAM2 

extracted feature points before and after deblurring. 

Among them, the image (a) is the running image of the 

original ORB-SLAM2. We can see that because the 

camera moved too fast and produced strong motion blur, 

ORB-SLAM2 did not extract any feature points from the 

image. This directly leads to the "Track Lost" phenomenon 

of the system, and the information bar in the lower left 

corner also prompts "TRACK LOST, TRYING TO 

RELOCALIZE". When running the same data set with the 

deblurring ORB-SLAM2 proposed in this work, a part of 

the feature points can be successfully extracted from the 



image, and the track lost phenomenon of ORB-SLAM2 

can be successfully avoided, as shown in image (b). 

Fig 6. The highly integrated ROS robot 

C. Error comparison of constructing map 

We use APE(absolute pose error) to evaluate the error 

of constructing the map. It can be seen from Table 2 that 

after deblurring, the average value of the error of ORB-

SLAM2's map construction on the V203 data set is 

reduced. In addition, the variance and root mean square 

error of APE also decreased. This shows that after 

deblurring, the accuracy of ORB-SLAM2's map 

construction is improved. 

Table 2. Comparison of APE 

 ORB-SLAM2 This work 

max 0.281186 0.289539 

mean 0.083180 0.069858 

median 0.077765 0.068798 

min 0.012458 0.008460 

rmse 0.091723 0.077995 

sse 1.447070 1.076718 

std 0.038656 0.034685 

 

Fig 7. Error mapped onto trajectory before and after image 

deblurring 

The "Error mapped onto trajectory" in both cases is 

shown in Figure 7. We can see from the figure that the 

dotted line is ground truth, and the colored line is the map 

path drawn by ORB-SLAM2. Although the error of the 

deblurring ORB-SLAM2 designed in this work is greater 

than the original ORB-SLAM2 in some straight paths, the 

overall composition error is smaller than the original ORB-

SLAM2. 

 

IV. DISCUSSION 

This thesis first introduces the background knowledge 

of SLAM technology and ORB-SLAM2 system. The basic 

concept of SLAM technology is to put a robot equipped 

with sensors into an unknown environment. Record the 

physical quantity it obtains from the sensor during the 

movement, and then analyze it autonomously, calculate its 

position, and record it. Finally, through repeated 

observations, it will construct a map of the unknown 

environment.  

However, in actual experiments, the robot car often 

encounters rapid turns or shaking during its travel. This 

will cause the image captured by the camera to contain 

strong "motion blur". This work mainly improves the 

ORB-SLAM2 algorithm to solve this problem. Although 

we have achieved some results, this work still has a lot of 

space for optimization. Moreover, we have not yet 

achieved real-time deblurring of images, but are only 

experimenting with data sets. In subsequent research, this 

will also become an important direction for researchers to 

carry out follow-up research. 

 

V. CONCLUSION 

  ORB-SLAM2 is a sparse visual SLAM system based 

on feature extraction that supports monocular, binocular 

and RGB-D cameras. It uses ORB feature extraction 

method for feature point extraction. Although this 

algorithm is less time-consuming and has relatively good 

scaling and rotation invariance, its shortcomings are also 

obvious: it cannot extract enough feature points from 

images with inconspicuous features. Therefore, whether 

the image captured by the camera has motion blur or not 

has a great influence on ORB feature extraction. 

In order to solve this problem, this work improves the 

original ORB-SLAM2 algorithm, and adds a blur detection 

module and a deblurring module to its original framework. 

The blur detection module uses the Laplacian operator to 

calculate the degree of blur of the image, so as to judge 

whether the image is blurry. If the image is blurred, it will 

be sent to the deblurring module. If the image is clear, it 

will be sent directly to the ORB-SLAM2 system for 

analysis. 

The results of the experiment show that this work 

successfully avoided some of the "TRACK LOST" of 

ORB-SLAM2 and improved the accuracy of its map 

construction.  
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