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Abstract- Recent deep learning techniques are successfully integrated into devices to assist visually impaired 

people in their daily lives, particularly detecting coins/banknotes. Previous works have focused on well-

captured devices and examined high-quality images. In this work, we design a framework to recognize 

Japanese Coin/Banknote (JCB) for low-quality images under various criteria. Discriminate features usually 

disappear in low-quality images. Consequently, using the depth image in addition to RGB image in processing 

can be enhanced the accuracy of our system. In this work, we first leverage depth information by using a 

Monocular Depth Prediction network. Additionally, a pre-trained Deep Convolutional Neural Network process 

RGB and Depth images, respectively. At last, we combine two networks by an ensemble method to produce 

more accurate detections. By processing depth images in addition to RGB images, the detection results are thus 

accurate. As a result, our work achieves 74.1% mean Average Precision (mAP). 
Keywords: Visually Impaired People, Japanese Currency Recognition, Depth Estimation, Object Detection, Deep Learning 

 

I. INTRODUCTION 
Visual impairment is a decreased ability to see, it 

means that a person’s eyesight cannot see objects as 

clearly as usual. According to the report of the World 

Health Organization (WHO), there were an estimated 

2.2 billion people have a near or distance vision 

impairment around the world in 2020. Of these, 237 

million people are thought to have moderate or severe 

distance vision impairment. Reduced or absent eyesight 

affects all aspects of daily living, interacting with the 

community, and the ability to work. Identifying objects 

visually is a simple task for normal humans, but not 

really for individuals with blindness and impaired vision. 

One of the most important problems facing visually 

impaired people is currency recognition. Therefore, 

developing assistive technology to support people with 

visual impairment is thus necessary and very important. 

In this work, we design a Coin/banknote recognition 

framework to assist visually impaired people. 

Various algorithms have been proposed to recognize 

Coin/Banknote, from traditional approaches like SIFT 

matching[1], [2] and CircularHough Transform[3] to 

Deep Learning-based approaches like Faster R-CNN[4], 

SSD[5], and YOLO[6]. These methods implement on 

the dataset with a simple background and non 

overlapped coin/ banknote. Few researchers have 

addressed the problem of detecting Coin/Banknote on 

smartphone cameras [2], [4], [7] that processing on 

high-quality images. Although these approaches are 

impressive, there are not suitable for detecting 

coin/banknote in the real-world scenario. 

Recent developments in object detection have achieved 

a great result on RGB images. However, these methods 

raise some weaknesses for detecting the real-world 

object; the RGB image can not represent the depth 

information in the 3D world led to a lack of information. 

To overcome this drawback, using the depth image 

addition to the RGB image can be considered. A depth 

image shows more description of the image, which 

enriches the representations of each target object. Many 

approaches for RGB-D images[8], [9] have been studied 

to show the usefulness of leveraging depth images. 

Moreover, these methods still need a depth sensor that 

can capture depth information and RGB images. 

In this study, we present a Japanese coin/banknote 

detection framework that can detect low-quality images. 

Our system contains an object detection network well-

trained on low-quality images collected by our low-cost 

video-capture glasses under various criterions such as 

occlusion, glare, noise, and so on. Firstly, we introduce a 

novel dataset – Japanese Coins and Banknotes dataset 

(JCB). To effectively leverage the depth information, we 

implement the Monocular Depth Prediction[10] to create 

depth images. After that, our system process deep CNN 

networks on both RGB image and depth images, 

respectively. Finally, an ensemble method combines two 

networks to produce more accurate detections. 

II. METHODS 
A. Our proposal 

Our work mainly focuses on processing low-quality 

images. The main contribution of our work consists of 4 

aspects: (1) Firstly, we introduce a novel dataset - 

Japanese Coin and Banknote Dataset (JCB dataset) 

collected by our low-cost video-capture glasses under 

various criteria. The selection of object categories based 

on Japanese currency. It contains nine categories (1 Yen, 

5 Yen, 10 Yen, 50 Yen, 100 Yen, 500 Yen, 1,000 Yen, 

5,000 Yen, 10,000 Yen). (2) Low-quality image easily 

gives false-positive detection due to noises, lack of 

information. To overcome this drawback, we implement 

the Monocular Depth Prediction to generate the depth 

images from RGB images. (3) Furthermore, our system 

pre-train a YOLOv4 network on both depth images and 

RGB images. (4) Finally, an ensemble learning model 

combines two networks to produce more accurate 

detections. Figure 1 shown our proposed network.



 

 

 

Figure 1: Overview of our framework. We use the YAOAWE Glasses to generate the RGB image. By using the 

Monocular depth estimation network, the Depth images are generated. Two YOLOv4 models independently process 

RGB and Depth images. An ensemble method processes the output of two models and 

compute the result for the target object. 

 

 

 

 

Figure 2: Our qualitative results on the YOLOv4 model. The first two columns are the results of RGB-YOLOv4 and 

Depth-YOLOv4 models. The last columns show our result on ensemble learning method. 

 

B. Depth images generation 

The depth information has various advantages, 

providing geometry contour from the color/depth, depth 

disparity. The trained model is usually distracted by 

complicated background; plus, low-quality image easily 

gives false-positive detection due to noises, lack of 

information. Consequently, using the depth image in 

processing can be enhanced the accuracy of our system.  

Recently, numerous works have been proposed to 

leverage depth information. However, these approaches 

have examined depth images from the RGB-D sensor. 

To address this problem, we implement the Monocular 

Depth Prediction estimating depth disparity to our 

system to create depth images. 

C. Training YOLOv4 for RGB images and Depth 

Images 

In this work, we apply one of state-of-the-art, real-

time object detection network YOLOv4 for Japanese 



 

Figure 3: Our quantitative results with the ensemble method. The last column shows our fail cases.

Coin and Banknote dataset. Both RGB and Depth 

images are trained independently. 

D. Combine RGB and Depth detections 

The ensemble method is a machine learning 

technique that combines several models in order to 

produce more accurate detection. Some works combine 

the output of detections by applying Non-Maximum 

Suppression[11], Soft-NMS[12], fusion[13] to reduce 

misdetection.  However, these approaches only process 

the bounding boxes to remove the false detection. 

In our work, we consider both the bounding box and the 

class of detected objects. Our work uses a voting 

strategy – Unanimous for the JCB dataset. In this 

strategy, a box is considered if all of the models generate 

the same object in a region. Furthermore, the box is 

considered if it is generated by RGB model with high 

probability. 

E. Data Preparation 

  We present a low-quality dataset of Japanese Coin and 

Banknote (JCB), which consisting of 7097 images. The 

data were obtained using our video-capture YAOAWE 

glasses, which has a low-cost camera integrated to 

collect images and videos. Based on the Japanese 

currency, nine categories were collected: 6 of coins and 

3 of banknotes. We manually annotate the bounding 

boxes of each image. The resulted dataset has 7097 

images of nine types of Japanese currency. 

III. EXPERIMENTAL RESULTS 
  In this section, we conduct YOLOv4 to predict nine 

types of Japanese Coin/Banknote. Our study uses the 

pre-trained model for the training. The experiments were 

conducted on a GPU GeForce RTX 208 Ti. 

We evaluate two YOLOv4 networks for RGB and depth 

images and compare the results with the ensemble 

method. These results are given in Table 1. We use a 

confidence score of 0.25 to evaluate mAP for each 

model. Using 788 annotated images, our framework 

achieved an mAP of 0.741. As shown in this table, the 

ensemble method improves the average precision of 

each class. 

 

Table 1: Our performance (Average precision %) on 

each coin/banknote with IOU thresh=0.25 

Coin/ 

Banknote 

Depth-

Yolov4(%) 

RGB-

Yolov4(%) 

Ensemble 

Method(%) 

1 Yen 33.12 82.8 88.39 

5 Yen 32.83 66.15 88.67 

10 Yen 18.21 17.65 42.59 

50 Yen 24.03 95.14 94.87 

100 Yen 22.65 91.47 95.52 

500 Yen 15.21 46.37 57.27 

1,000 Yen 7.93 30.12 49.36 

5,000 Yen 3.76 61.41 71.2 

10,000 Yen 16.63 70 79.05 

mAP 19.37 62.35 74.1 

 

Observe the quantitative results, some false detections 

occur in our model. As shown in Error! Reference 

source not found., the last column shows our fail cases. 

The first image is unable to detect due to brightness; the 

next two images, these images have the wrong bounding 

boxes or multi-bounding boxes in an object. 

As a result, our work achieves 74.1% mean Average 

Precision (mAP) with the ensemble method. 

Subjectively, we show our qualitative results on many 

aspects such as foggy, folded banknotes, complicated 

background, lack of brightness, as shown in Figure 2. In 

several cases, our model still failed on recognition (e.g., 

wrong class, unable to detect).  

IV. CONCLUSION 
Our study provides a framework for Japanese Coins and 



Banknotes recognition. In conclusion, we have obtained 

the novel dataset of Japanese Coins and Banknotes 

under various criterions such as occlusion, glare, noise, 

and so on. Furthermore, we use a Monocular Depth 

Prediction to generate the depth image dataset from the 

RGB dataset. Our work implements the two YOLOv4 

models for RGB images and depth images. By using the 

ensemble method, our work achieves better results than 

single model RGB-YOLOv4 and Depth-YOLOv4.  
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