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Abstract— Sentiment analysis has been a hot research topic in NLP and data mining fields in the last decade. To 

solve the feature dimension is too high and the pool layer information is lost, which leads to the loss of the details 
of the emotion vocabulary. I proposed a Word2vec-CNN-BiLSTM hybrid model means the Word Vector Model, 
Bidirectional Long-term and Short-term Memory networks and convolutional neural network are combined in 
Quora dataset. The experiment shows that the accuracy achieved 91.48% performs better than each single model 
in short text. However, even with the hybrid approach that leverages the powers of these two deep-learning models, 
the number of features remains huge and hindering the training process. Secondly, I propose an attention-based 
CNN-BiLSTM hybrid model in IMDB movie reviews dataset. When the data size was 13 k, the proposed model 
had the highest accuracy at 0.908, and the F1 score also showed the highest performance at 0.883. When data was 
20 k, the F1 score showed the best performance at 0.906, and accuracy was the highest at 0.929. The experimental 
results show that the BiLSTM-CNN model based on attention mechanism can effectively improve the performance 
of sentiment classification when processing long-text tasks. 
Keywords: Sentiment Analysis, CNN, BiLSTM, Attention Mechanism, Text Classification 

 

I. INTRODUCTION 
In recent years, the analysis of text affective tendency 

has attracted the attention of many scholars and has 
become a hot topic. With the rise of neural network, its 
related algorithms show a higher classification effect in 
text classification.  

Sentiment analysis [1] is a set of linguistic operations 
belonging to the automatic processing of natural 
language. It’s objective to identify the sentiment 
expressed in the text and to predict its polarity (positive 
or negative) towards a given subject. 

At present, Deep Learning (DL) has amazing effects in 
the field of machine vision [2] and natural language 
processing. This paper also focuses on sentiment analysis 
of comment data based on deep learning framework. 
Mikolov et al. [3] proposed the Word2Vec: The first 
technological breakthrough to establish the neural 
network word embedding representation. KIM Y [4] used 
CNN for text feature extraction for text classification for 
the first time in 2014. Shen et al. [5] proposed a special 
design that combines the CNN and BiLSTM models for 
optimal performance. They found that this combination 
gave an accuracy of 89.7%. 

Attention is arguably one of the most powerful recent 
concepts in deep learning, bringing out many 
breakthroughs in the field and improving the 
performance of neural networks [6]. It can effectively 
give a model the ability to “attend to” a certain part of the 
input sequence, which would arguably be a part with 
higher importance.[7] He et al. [8] used two transfer 

methods besides the attention-based LSTM for 
document-level sentiment analysis. 

The goal of this paper is to improve the performance 
of the text sentiment analysis system, mainly studying the 
method of applying deep learning technology to text 
sentiment analysis and studying the improvement of the 
existing general deep learning model to be suitable for 
specific text sentiment analysis tasks. 

The overview of the paper is as follows: Section 2 
proposes a literature review of neural models for 
sentiment analysis and text classification; Section 3 
presents the theoretical background of the proposed 
neural models; Section 4 describes the proposed 
Word2vec-CNN-BiLSTM Short Text Classification 
model experiments and results; Section 5 describes 
CNN-BiLSTM Based on Attention Mechanism Long text 
Classification model experiments and results ; Section 6 
concludes the paper and offers some directions for future 
research. 

 
II. METHODS 

A. CNN 
Convolutional Neural Networks (CNN) is a feed-

forward neural network with convolution structure [9].  
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Fig. 1. CNN for feature extraction. 

The convolution layer extracts local text features 
through multiple filters in Fig.1. Equation (1) defines a 
vector of sequential text obtained by concatenating 
embedding vectors of the component words: 

𝑋!:# = [𝑥!, 𝑥$, 𝑥%, ⋯𝑥#] ,         (1) 

ℎ&,( = tanh(𝑊&𝑥(:()&*! + 𝑏&)	,       (2) 
where xt:t+d-1 are the embedding vectors of the words 

in the window, Wd is the learnable weights matrix, and bd 
is the bias. Since each filter must be applied to various 
regions of the text, the feature map of the filter with 
convolution size d is: 

ℎ& = [ℎ&!, ℎ&$, ℎ&%, ⋯𝑥#*&)!].       (3) 
For each convolution kernel, we apply max pooling to 

the feature maps with convolution size d to obtain the 
final feature map of the window, we concatenate pd for 
each filter size d = 1, 2, 3 and extract the unigram, bigram, 
and trigram hidden features 

𝑝& = 𝑀𝑎𝑥((ℎ&!ℎ&$ℎ&%⋯𝑥#*&)!),      (4) 

ℎ& = [𝑝!, 𝑝$, 𝑝%].              (5) 
To apply a CNN on a sentence S with s words, first, an 

embedding vector of size e is created. Then, a filter F of 
size e×h is repeatedly applied to the sub-matrices of the 
input feature matrix. This, produces a feature map M = 
[m0, m1, . . . , ms−h] as follows: 

𝑚+ = 𝐹 × 𝑆+:+),*!             (5) 
where, i = 0,1,...,s−h and Si:j is a sub-matrix of S from 

row i to j. Max-pooling is a common pooling strategy 
which select the most important feature b of the feature 
map as follows:  

𝑏 = max
-.+./*,

{𝑚+}             (6) 
B. BiLSTM 
 Bi-directional Long Short-Term Memory (BiLSTM) is  
a combination of directional Long short-term Memory  

Fig. 2. RNN units LSTM. 
for the forward LSTM and the backward LSTM (Fig.2).  

 BiLSTM is well suited for sequential labeling tasks that 
relate to the up and down. Therefore, it is often used to 
model context information in NLP [10,11]. 

𝑖( = 𝜎(𝑊+𝑥( +𝑈+ℎ(*! + 𝑏+)	,         (7) 
 

𝑓( = 𝜎B𝑊0𝑥( +𝑈0ℎ(*! + 𝑏0C	,        (8) 
 

𝑜( = 𝜎(𝑊1𝑥( +𝑈1ℎ(*! + 𝑏1)	,        (9) 
 

�̃�( = 𝑇𝑎𝑛ℎ(𝑊2𝑥( +𝑈2ℎ(*!)	,        (10) 
 

𝑐( = 𝑓(	⊙ 	𝑐(*! + 𝑖( 	⊙ �̃�(	,         (11) 
 

ℎ( = 𝑜( ⊙𝑇𝑎𝑛ℎ(𝑐()	.          (12) 
𝑖( is obtained through linear transformation of input 

𝑥( and output ℎ(*! of the hidden layer in the previous 
step, and then through activation function 𝜎. The result 
of the input gate 𝑖( is a vector, where each element is a 
real number between 0 and 1 to control the amount of 
information that flows through the valve in each 
dimension. The two matrices 𝑊+, 𝑈+ and vector 𝑏+ are 
the parameters of the input gate, which need to be learned 
in the training process. 
The forget gate 𝑓(  and output gate 𝑜(  are calculated 

similarly to the input gate, with their own parameters W, 
U and b. Different from the traditional RNN, the transfer 
from the state	𝑐(*! of the previous memory unit to the 
current state	𝑐( does not necessarily depend entirely on 
the state calculated by the activation function, and is 
controlled by the input gate and the forget gate together. 
C. Attention mechanism 

The Attention mechanism is essentially a process of 
addressing in a bidirectional network. as shown in the  
Fig 3. 

Fig. 3. The attention mechanism in a bidirectional network. 

The attention layer can access all previous states and 
weigh them according to some learned measure of 
relevant to the current token, providing sharper 
information about far-away relevant tokens [12]. 

A common way of assigning different weights to 
different words in a sentence is to use a weighted 
combination of all hidden states, SAW as follows: 

             (13) 

       (14) 
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where h ̃ and h are defined as shown in Eqs.(13) and 
(14) and v is a trainable parameter. 
D. Algorithm 

																𝑥+	 = tan𝑢 B𝑊4𝑃+ + 𝑏4C            (15) 

																𝛼+ = softmax(𝑊5	𝑥+)              (16) 

																𝑆266 = ∑ 𝛼+𝑃+6
+7! 	                 (17) 

																𝑦+ = tan𝑢 B𝑊8𝑄+ + 𝑏8C            (18) 

																𝛽+ = softmaxB𝑊9𝑦+C              (19) 

																𝑆:+;/(< = ∑ 𝛽+𝑄+6
+7!                (20) 

																[	𝑆266	, 𝑆:+*;/(<	]                 (21) 
 
 In formula (15) to (20),	𝑥+	 /𝑦+used tanh activation 
function.The attention weight of each component and 
weight represents the importance of the word. 
 SoftMax function obtains the attention weight of 
each component 	𝑥+ , Wcnn= (𝛼 1,𝛼 2, ... 	𝛼 n), The weight 
represents the importance of the word. 
 Formula	𝑆266weighted sum of the output vectors of 
CNN structure and obtained the semantic vector of 
sentence level extracted by CNN to represent 𝑆266. 
Similarly, the output vector of BiLSTM is expressed as 
vector [q1, q2... qn],  
 Finally, Sbilstm is weighted and summed to the vectors 
[q1, q2... qn] output from the BiLSTM structure to obtain 
the semantic vector of sentence level extracted by LSTM 
to represent 𝑆:+*;/(<. 
 Hence, the semantic vector representation extracted 
from CNN and BiLSTM is spliced, that is Formula (21) 
[	𝑆266	, 𝑆:+*;/(<	] which is used as the input of the later 
matching layer, to extract more abundant features by 
combining the respective advantages. 
 To generate the input review matrix, a pre-trained 
embedding matrix 𝑊= ∈ ℝ6×?	with n and e being the 
total number of words and embedding dimension, is used 
to embed a comment vector 𝑐 ∈ ℝ< with m being the 
padding length or maximum number of words 𝑤( , 𝑡 ∈
[1,𝑚] considered in the reviews as follows. 

𝑐( = 𝑊=𝑤( , 𝑡 ∈ [1,𝑚].			        (22) 
Then, a parallel layer of Bi-LSTM is applied on the 

output of embedding layer to process the sequences of 
arbitrary length and extract long dependencies in both 
forward and backward directions. I employed LSTM to 
make the proposed model capable of remembering both 
short and longer sequences. 

ℎW⃗ (@A#B = 𝐿𝑆𝑇𝑀WWWWWWWWWWW⃗ (𝑐(), 𝑡 ∈ [1,𝑚].			     (23) 

ℎ⃖W(@A#B = 𝐿𝑆𝑇𝑀W⃖WWWWWWWWWW(𝑐(), 𝑡 ∈ [𝑚, 1].		     (24) 
For each word, wt can now obtain an annotation by 

concatenating forward and backward contexts as follows: 
ℎ(@A#B = [ℎW⃗ (@A#B, ℎ⃖W(@A#B]         (25) 

The attention mechanism is applied on ℎ(@A#B  to 
make the model capable of paying more or less attention 
to different words in the reviews. To achieve this, I 
modified the feature vector by extracting informative 
words as follows: 

𝑢(!"#$ = tanhB𝑾C!"#$𝒉(!"#$ + 𝒃C!"#$C	    (26) 

𝛼!DEFG =
"#$	(𝐮HDEFG

F 𝐮IDEFG)

∑ "#$	(𝐮HDEFG
F 𝐮IDEFG)H

       (27) 

𝑠*+,- = ∑ 𝛼!DEFGℎ!DEFG!           (28) 

where ut is a hidden representation of ht and uw is a 
context vector which is randomly initialized and jointly 
learned in the training phase. The importance of a word 
ut is calculated using the similarity of ut with uw and is 
normalized as shown in Eqs. (27). These importance 
weights αt are finally aggregated into s by applying a 
weighted sum on them. S is the comment vector and 
summarizes all the information of words in the comment. 
 

III. RESULTS 
A. Datasets 

In the current study, the proposed models are evaluated 
on long review and short text datasets for sentiment 
analysis using the following datasets.  
• Quora Question Pairs [13,14]:  The data is from 

Quora website, which contains 2006 problem pairs, 
1256 neutral, 482 positive and 273 negative ones. 
Training set is 75% and test set is 25%. 

• IMDB reviews dataset [15,16]: 50,000 reviews from 
IMDB movie, allowing no more than 30 reviews per 
movie. The constructed dataset contains an even 
number of positive and negative reviews: 

A negative review score ≤ 4 (10),  
A positive review score ≥ 7 (10).  

Neutral reviews are not included in the dataset. 
B. Parameter settings 
1. Word2vec-CNN-BiLSTM model  

I propose the following architecture composed of three 
parts, which are described in more detail below (Figure 3). 

Fig. 3. CNN-BiLSTM general architecture  
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Table 1. Word2vec-CNN-BiLSTM configurations 

Fig. 4. CNN-BiLSTM accuracy and loss 
 

The Word2vec-CNN-BiLSTM model achieved an 
accuracy of 91.48% (Table 1 and Fig. 4). 
 
2.CNN-BiLSTM based on attention mechanism model 

To address the limitations of the existing deep 
architectures for sentiment analysis, the paper proposes a 
new hybrid deep model, for polarity detection of long 
movie reviews.[17] In this model, word embedding, 
BiLSTM, attention mechanism, and CNN are used to 
better capture both long-term dependencies and local 
features. 

This is the proposed architecture ， The input is 
sequentially passed through the BiLSTM layer, the 
attention layer, the convolution and pooling layer. By 
considering the temporal information flow in two 
directions, the past and future contexts are extracted, and 
different words are emphasized. The convolution and 
pooling mechanisms are used to reduce the feature 
dimension and extract local features.  

The training batch size for is set as 64 and the dropout 
rate is 0.2. The Adam stochastic optimizer with the 
learning and decay rate of 10−3 and 10−10 are used to train 
the network using the back-propagation algorithm. Binary 
cross-entropy [18] is used as the loss function and 
accuracy metric is calculated to detect the convergence. 
 
 
 
 

Table 2. Attention-CNN-BiLSTM configurations 

 
Thus, from Table 2. the accuracy was computed 

according to three different iterations (i.e., 5, 10 and 30), 
between two values of the batch size (i.e., 64 and 128), 
and the optimizer Adam. The Doc2vec-CNN-BiLSTM 
model achieved an accuracy of 93.06%. 
 
Evaluation Metrics [19]: 

Precision =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)	,																					(29) 

					Recall =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)		,																					(30) 

F1	Score =
2 × (𝑃𝑟 × 𝑅𝑒)
(𝑃𝑟 + 𝑅𝑒) 																		(31) 

𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁															(32) 

where TP, TN, FP, and FN are true positive, true 
negative, false positive, and false negative, respectively. 

 
C. Experimental analysis 

1.Word2vec-CNN-BiLSTM model  
The proposed model was the highest at 91.48% in Table 

3, followed by CNN-BiLSTM, BiLSTM, CNN and 
LSTM. 

Table 3. Models’ comparison 

Word 
Embedding Epochs Batch 

size Optimizer Accuracy 

Word2vec 

8 
32 

Adam 81.18% 
SGD 67.72% 

64 
Adam 82.49% 
SGD 69.53% 

10 
32 

Adam 84.55% 
SGD 71.21% 

64 
Adam 87.03% 
SGD 73.40% 

20 
32 

Adam 88.96% 
SGD 75.67% 

64 
Adam 91.48% 
SGD 78.96% 

Word 
Embedding Epochs Batch 

size Optimizer Accuracy 

Doc2vec 

10 
32 Adam 93.06% 

64 Adam 88.35% 

30 
32 Adam 85.22% 

64 Adam 86.69% 

5 
32 Adam 83.48% 

64 Adam 81.84% 

Word 

Embedding 
Model Accuracy 

Word2vec 

LSTM 79.83% 

CNN 81.25% 

BiLSTM 85.69% 

CNN-LSTM 87.44% 

CNN-BiLSTM 91.48% 
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2.CNN-BiLSTM based on attention mechanism 
Fig. 5 shows the performance of CNN, LSTM, MLP, 

hybrid combined with CNN-BiLSTM and the proposed 
model that change as the number of epochs increases 
when the data size is fixed at 20 k. 
Fig. 6(a) shows the performance of the model changing as 
the number of epochs is fixed at 10 and the data size is 
increased from 5 k to 15 k. Fig. 6 (b) shows the accuracy 
and F1 score, respectively. 
 

IV. DISCUSSION 
A. Data volume and Epoch analysis 

Table 4 shows the highest accuracy, F1 score, epoch 

value and training data for each model observed with the 
data size fixed at 20 k and increasing the number of 
epochs. First, the accuracy of the proposed model was the 
highest at 0.929, and the average accuracy was also the 
highest at 0.914. Next, the accuracy was high in the order 
of hybrid, LSTM, CNN and MLP[20].  

The epoch value for obtaining the optimal accuracy of 
each model was 10 for CNN, 14 for LSTM, 5 for MLP 
and 15 epochs for CNN-LSTM, which took the longest 
learning time. The F1 score also showed the best 
performance of the proposed model at 0.906, followed by 
hybrid, CNN, LSTM. The proposed model for F1 score 
also showed the best performance at 0.906.

Table 4. Experimental results according to optimal epochs. 

Model CNN LSTM MLP 
CNN-LSTM 

(hybrid) 

Att-CNN-
BiLSTM 

(proposed) 
Accuracy(max) 0.861 0.882 0.702 0.885 0.929 

Accuracy(avg) 0.859 0.849 0.698 0.873 0.914 

Data volume 20k 20k 20k 20k 20k 

Epoch 2 13 13 8 12 

F1 score 0.863 0.876 0.768 0.871 0.906 

Recall 0.885 0.937 0.849 0.889 0.903 

Precision 0.877 0.813 0.701 0.870 0.897 

Data volume 20k 20k 20k 20k 20k 

Epoch 2 4 5 23 10 

Fig 6. Model Performance as data volume increases: 
(a)Accuracy (2)F1 Score. 
 

Fig 5. Model Performance as epochs increases: 
(a)Accuracy (2)F1 Score.  
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Table 5. Experimental results according to optimal data volume. 

Next, Table 5 shows the results of the experiment 
conducted while fixing the number of epochs and 
increasing the data size from 5 k to 15 k. When the data 
size was 13 k, the proposed model had the highest 
accuracy at 0.908, followed by the hybrid model at 0.879, 
CNN model showed the same accuracy as 0.863, LSTM 
model 0.808, and MLP model 0.703. In terms of average 
accuracy, the proposed model was the highest at 0.812, 
followed by CNN, hybrid, LSTM, and MLP. The F1 score 
also showed the highest performance at 0.883 when the 
data size was 13 k. 
B. Analysis between positive and negative 

Another point in the results is that the improvements for 
the negative class are higher in comparison to those for 
the positive class (Fig.7). This may be the result of the fact 
that local relations such as negations and comparisons are 
more prevalent in the negative reviews in comparison to 
the positive reviews [21] and capturing such semantically 
negative relations is easier than positive relations. 

Fig. 7. Attention-CNN-BiLSTM proposed model results both 
Pos. and Neg. from IMDB dataset. 

 
The model trained using the Internet Movie Database 

(IMDB) movie review data to evaluate the performance of 
the proposed model, and the test results showed that the 
proposed attention-Bi-LSTM-CNN model produces more 
accurate classification results, as well as higher recall and 
F1 scores, than individual multi-layer perceptron (MLP), 
CNN or LSTM models as well as the hybrid models. 

 
V. CONCLUSION 

Firstly, a combination of CNN and BiLSTM for short-
text sentiment analysis with Word2vec Embedding was 
proposed. The combined CNN-BiLSTM model gives 
good results, since it benefits from the CNN’s ability to 
extract features and the BiLSTM’s characteristic to learn 
short-term bidirectional dependencies of the text. 

However, even with the hybrid approach that leverages 
the powers of these two deep-learning models, the number 
of features to remember for classification remains huge 
and hindering the training process. 

Hence, I proposed a BiLSTM-CNN attention hybrid 
model for text classification., which has demonstrated 
improved performance compared to the existing models, 
and the accuracy increases as the size of the data increases 
and the number of training increases. This approach 
addresses the data-loss and long-term dependency 
problems which affects the existing models especially 
when the data size becomes high. 

One disadvantage of the current model is that it requires 
more training data and training time than the existing 
baselines. Even with this limitation, it can be effective in 
classification that requires a lot of training data. 

In the future I will make the research of pre-training 
model, combining with the current advanced GPT and 
BERT, and working with the team to research the big 
model with larger parameters. And graph neural network 
(GNN) in the social network, knowledge graph, 
recommendation system and even life science and other 
fields. 
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Model CNN LSTM MLP 
CNN-LSTM 

(hybrid) 

Att-CNN-
BiLSTM 

(proposed) 
Accuracy(max) 0.855 0.808 0.703 0.863 0.908 

Accuracy(avg) 0.849 0.766 0.695 0.847 0.812 

Data volume 9.5k 6.5k 14k 12.5k 13k 

Epoch 10 10 10 10 10 

F1 score 0.857 0.801 0.689 0.861 0.883 

Recall 0.871 0.764 0.885 0.879 0.887 

Precision 0.851 0.812 0.681 0.866 0.883 

Data volume 11k 7k 7.5k 12.5k 13k 

Epoch 10 10 10 10 10 
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