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Abstract—Singer identification is important in music 

organizing and retrieving. However, in many cases, the correct 

rate of singer identification system is not high enough. In this 

paper, we propose an effective system of singer identification 

with human voice separated from original music. The first part 

of this research is music separation, and we would like to use 

Robust principal component analysis (RPCA) to solve this 

problem with its high performance. After the clear enough 

human voices are extracted, we can proceed to the second part, 

singer identification. At this stage, the Linear Predictive Coding 

(LPC) method was chosen as the experimental method. When we 

finish extracting the LPC features, the singer would be identified 

by Gaussian Mixture Model (GMM). MATLAB is used to the 

singer identification algorithm. 
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I.  INTRODUCTION  

These years, with the rapid development of digital music, 
singer identification and lyric alignment has attracted more and 
more concern. Music separation which is an important part of 
these techniques has been valued [1]. With the pursuit of 
spiritual satisfaction, music spread more and more widely, and 
people are exposed to music every day [2]. Nowadays, A song 
generally consists of combination of vocal portion and various 
musical instruments [3]. (human voice, guitar, bass, drum etc.), 
maybe it is quite easy for human beings to recognize a target of 
audio, but it is hard for a machine to do so [4]. Sometimes 
people hear some songs and like them a lot, but they do not 
know any information about the songs at all. Therefore, 
technologies are demanded for efficient categorization and 
retrieval of these music collections, so that consumers can be 
provided with powerful functions for browsing and searching 
musical content. 

With this capability provided in a music system, the user 
can easily get to know the singer's information of an arbitrary 
song. Currently, singer's information is manually embedded 
into music files by professional recorders. However, such 
information is often lacking, or inconsistent in music pieces 
downloaded from music-exchanging websites, or music clips 
grasped from digital music channels. Singer identification is a 

technique to mimic human’s ability to know who is singing in 
the currently playing music [5].  

There are previous technologies on the automatic speaker 
identification which identify the speaker of a given speech 
segment. While the basic idea of the singer identification is 
also to recognize the voice of a human being, there are 
significant differences between a singing signal and a speech 
signal in several aspects. First of all, the singing voice is mixed 
with musical instrumental sounds in a song, which makes it 
much more complicated to extract features of the voice. 
Furthermore, the time-frequency features of a singing voice are 
quite different from those in a speaking voice. Therefore, we 
believe that by extracting and analyzing audio features 
properly, an automatic system should be able to achieve certain 
degree of singer identification as well. 

II. RELATIED WORK 

Up to now, there are many music separation techniques, 
such as non-negative matrix factorization(NMF) [6], robust 
principal component analysis (RPCA) and low-rank 
decomposition. NMF iterative process, is completely 
unsupervised, no information is given about accompaniment 
and vocals. So, the NMF algorithm is not suitable for music 
separation whose musical instrument source information is 
unknown. But if you know the music composition of musical 
instruments, the effect of NMF algorithm will be improved. 
The separation performance of RPCA is better than that based 
on non-negative matrix factorization, and it takes less time, 
easy to implement. A supervised low-rank decomposition 
algorithm can effectively separate the accompaniment and 
vocals from the music, but training these dictionaries require a 
lot of time and a lot of corpus. When enough dictionaries are 
lacking, the separation of the low-rank decomposition 
algorithm is reduced [7]. So, there is a need to strike a balance 
between computational complexity and good separation. 

These algorithms have their own advantages and 
disadvantages, but the common drawback is that the vocal and 
accompaniment cannot be completely separated. 

There are similarities between singer identification and 
speaker recognition, but the inherent difficulties lie in the 
nature of the problem: the voice is usually accompanied by 
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other musical instruments and even though humans are 
extremely skillful in recognizing sounds in acoustic mixtures, 
interfering sounds usually make the automatic recognition very 
difficult [8].  

The study of speaker identification dates back to the 1930s. 
Early work mainly focused on the possibility of perception 
experiment of human ear and exploring listening recognition. 
Since the 1960s, the study of speaker recognition has focused 
on the linear or non-linear processing of various acoustic 
parameters and the new pattern matching method, such as 
dynamic time regularization, principal component analysis, 
hidden Markov model, neural network and multi-feature 
combination technology [9]. So far, speaker recognition has 
developed increasingly, and applied in some projects 
successfully.  

But there is still a lot of difficulty in the speaker 
recognition, it’s still unsatisfactory until today [10]. This is 
mainly caused by the speaker's feature extraction problem, 
which is attributed to the following aspects: 

A. Simple and reliable speaker voice feature 
parameters: The speech signal contains both the 
semantic information of the speech content and the 
personality information of the speaker's vocal 
characteristics. It is a mixture of the phonetic 
features and the speaker's characteristics. So far, 
there is no good way to separate the speaker's 
individual characteristics from the phonetic 
features, nor to find simple acoustic parameters 
that can reliably identify the speaker. 

B. The variability of speech signals: Even for the 
same speaker and the same text, the voice signal is 
also very different. The speaker's speech feature is 
not static, it has time-varying characteristics. The 
variability of the speech signal moves the 
speaker's character space essentially and the 
speaker pattern changes, thereby increasing the 
uncertainty in the recognition process. 

In addition, the application of the singer recognition is also 
troubled by problems such as unclear vocals. Therefore, when 
we extract the voice features, we only extract the vowels which 
most people pronounce more standard. 

III. PROPOSED APPROACH 

A. Overview of the proposed approach 

In order to achieve the experimental purpose of the singer 
identification, I proposed an accurate and efficient singer 
recognition system, with RPCA to separate music, LPC to 
extract the vocal features and GMM to identify singers. The 
system procedure is described as Fig. 1. 

 

 

 

Fig. 1. Procedure of Proposed System 

B. Basic Flow of Singer Identification System 

Our objective is to introduce an effective system for singer 
identification that minimizes all aspects of the error. During 
the research preparation phase, ten well-known singers were 
selected as samples, including five male singers/group (Only 
one person's voice is in the music) and five female singers. 
Then we randomly selected ten or more songs from each 
singer's music. After the acoustic material is ready, we need to 
find the most suitable music separation method for this 
research. Three alternatives were found by searching the 
literature: Non-negative matrix factorization(NMF), Robust 
principal component analysis(RPCA), Low-rank 
decomposition. We chose RPCA based on time-frequency 
decomposition, because the algorithm separates the music 
more thoroughly and has strong robustness, and the overall 
performance is the best among the three algorithms. 

In this research, RPCA was used to separate music. The 
goal of RPCA is to decompose a matrix into a sparse matrix 
and a low rank matrix, under the condition that L + S = X is 
satisfied, the following formula is minimized: 

 

Where X is the data matrix of the mixed signal, S and L are the 
decomposed sparse and low rank matrices, respectively, and 
X∈Rn1xn2, L∈Rn1xn2, S∈Rn1xn2. 

The above X is the mixed music signal, S and L correspond 
to the background accompaniment and the human voice signal 
part, the algorithm is as follows: 

1) The matrix X is obtained by calculating the spectrum 

of the mixed music signal using the Short-time 

Fourier Transform (STFT). 

2) we use the inexact Augmented Lagrange Multiplier 

(ALM) method [11], which is an efficient algorithm 

for solving RPCA problem, to solve L + S = |X|, 

given the input magnitude of X. 

3) We can obtain two output matrices L and S: sparse 

matrix S, which indicates vocal activity, and musical 

notes in the low-rank matrix L. 
4) In order to recover the time-domain waveforms of the 

vocals and accompaniment sections from the 
estimated signal, it is necessary to record the original 
signal phase P = phase (X), and the phase 
information is added to the matrices S and L using L 
(m, n) = LejP(m, n) and S (m, n) = SejP(m, n), where m = 
1, …, n1, n = 1, …, n2. Finally, ISTFT can be 
calculated to obtain the time domain signal [12] 



During separating the music, we want to find another 
method to separate music to evaluate the performance of 
RPCA, eventually we chose another music separation 
algorithm called REPET-SIM [13]. It is easier to understand 
than RPCA, and the actual operation is also very simple. But 
after testing this algorithm, the results show that this algorithm 
isn't suitable for all songs. For example, while we separated a 
song called Hold It Against Me, with masking hardness and 
masking threshold were 0.8 and 0.4, this algorithm performed 
very well. However, for another song called Counting Stars, 
although the parameters were adjusted to the most appropriate 
situation, the song's vocal and accompaniment is still hardly 
separated. Therefore, REPET-SIM is not reliable for this 
research. 

The basic concept of Linear Predictive Coding (LPC) is 
that a speech signal can be approximated by the linear 
combination of several previous speech samples, by 
minimizing the sum of the squares of the difference between 
the input speech samples and the linear prediction sample 
values, a unique set of prediction coefficients can be 
determined.  

 

In the LPC model, the linear time-varying system of the 
representative channel model is estimated, and actually the 
parameter ak of the system function H(z) is estimated. 
Assuming that the input speech is short and stable, that is, in a 
short period of time, it can be considered that the excitation 
source and channel model do not change, ak varies only with 
each short period of time. Obviously choosing a frame of 
voice signals to determine the ak, and we get the channel 
model parameters which describe this short time. The channel 
model parameter represents the channel characteristics of 
different people at a given time. The resulting parameter ak is 
called the LPC characteristic parameter. 

The LPC characteristic parameter embodies the channel 
resonance characteristic of the speech signal and is widely 
used in the speech signal processing. The solution can be 
applied by the autocorrelation method. Proceed as follows: 

1. The input speech signal s(n) is windowed to 
obtain the short-term speech signal s'(m). 

 

Where w (m) is a window function (m = 1, 2, ..., 
N) and N is a frame length. 

2. Calculate the short-term autocorrelation function 
R (k) of s' (m) 

 

3. ak is the linear prediction coefficient, k = 0,1,2, ..., 
p, the following matrix equation is obtained. 

 

ak, k = 0,1,2, ..., p can be obtained with the above 
equation, and the autocorrelation matrix is a 
Toeplitz matrix. 

The Gaussian mixture model is to estimate the probability 
density distribution of the sample, the estimated model is the 
sum of several Gaussian models weighted. Each Gaussian 
model represents a cluster, the data in the sample are projected 
on several Gaussian models, respectively, and the probability 
of each cluster is obtained. The Gaussian mixture model is 
shown in Fig. 2, which is obtained by weighted summing of M 
multidimensional Gaussian distributions. 

 

Fig. 2. Gaussian Mixture Model Schematic 

It can be expressed in mathematics as: 

 

xt is the D-dimensional speech feature vector; pi (xt) is the 
Gaussian mixture model component, it is the D-dimensional 
Gaussian distribution function; αi is the weighting coefficient 
of the corresponding component pi (xt); M is the number of 
components in the Gaussian mixture model. For pi (xt) and αi, 
they satisfy the following equation: 

 

It can be seen that the respective components pi (xt) of the 
Gaussian mixture model can be described by the mean vector 
μi and the covariance matrix Σi. Therefore, GMM can be 
expressed by the parameter set λ = {αi, μi, Σi (i = 1, 2, …, M)}. 

In GMM, the personality characteristics of each speaker 
are uniquely determined by the Gaussian mixture probability 
density function of different parameter values. Therefore, in 
the training process, the system not only to estimate the 
specific speaker corresponding parameter λ, but also to get the 
speaker speech feature sequence probability of the largest 



parameter λ. Expectation-Maximization(EM) algorithms are 
often used to estimate Gaussian mixture model parameters. 

IV. IMPLEMENTATION 

In this part, we will introduce the detail of implementation. 

A. Music Separation 

First of all, the target audio signal is processed to time-
frequency analysis by using a Short-time Fourier Transform. 
The Short-time Fourier Transform (STFT) is a digital 
processing in which the time-domain data of the digital 
samples are decomposed into chunks that are usually 
overlapped. And Fourier transform is used to calculate the 
magnitude of the frequency spectrum of each chunk. The 
sinusoidal frequency and phase content of the signal could be 
determined by this method. 

The Augmented Lagrange multiplier method is used to 
solve the above RPCA problem with superior convergence. 
The ALM algorithm is basically an iterative convergence 
scheme that works simultaneously by minimizing the rank of 
the sparse matrix and low-rank matrix repeatedly. 

Inverse Short-time Fourier Transform is used to recover the 
audio signal in time domain and the results are evaluated. 

B. Singer Identification 

In general, the spectrum of the speech signal has a high-
frequency attenuation phenomenon. Normally, a very simple 
first-order FIR filter is used to perform pre-emphasis before 
doing LPC analysis.  

For the linear predictive coding, we use MATLAB to 
implement it. First let it pass through the FIR filter, then create 
a 1024-point Hanning window for the audio signal. And we set 
the order of the prediction filter polynomial to 21. In the case 
of these parameters, we continued LPC analysis. 

In training GMM, the K-means algorithm is used to obtain 
the initial value of the model parameters, and then the 
maximum expectation algorithm is used to estimate the model 
parameters. The probability density function of GMM is as 
follows 

 

P (X | λ) is obtained by mixing the M Gaussian mixture model 
according to the mixing coefficient αi.  

The logarithmic likelihood function of the nonholonomic 
sample set X is expressed as 

 

Where T is the number of samples in X and M is the number of 
Gaussian mixture models in the mixed model. Considering that 
X is a non-complete case, assuming that there is an unobserved 

data item Y ≈ {yt}T
t = 1, the value of Y indicates that the sample 

in each X set is generated by which individual model of the 

mixed model. After inputting Y, the likelihood function of the 
complete sample set can be written as 

 

For the Gaussian mixture model, the mathematical 
expectation of the likelihood function of the above equation is 
calculated according to the E step of the EM algorithm 

 

The above formula can be expanded to 

 

Where l ∈ 1,2 ... M, p (l | xt, λE) represents the posterior 

probability of a sample xt belonging to the Lth model in the 
mixed model in the case of the sample set X and the model 
parameter λE are known. Calculated by the following formula, 
k represents the kth cycle 

 

In the step M of the EM algorithm, we need to find the model 
parameters that maximize the likelihood function. It can be 
seen from the expansion of the above likelihood function Q (λ, 
λE), which is obtained by adding two items. The former is 
related only to Cl, and the latter is related only to λl. 
Maximizing the former term yields a new mixed coefficient 
estimate, maximizing the latter to obtain a new mean and 
covariance matrix estimate. 

The probability that the feature vector falls into the hidden 
state i is 

 

Thus, you can get the following three GMM parameter 
revaluation formula. The weighting coefficient revaluation 
formula is 

 

The mean vector revaluation formula is 

 

The variance revaluation formula is 



 

The iterative repetition of the above formula is the 
repetition iteration of step E and step M of the EM algorithm. 
Stop the iteration when the maximum of the likelihood 
function is found. 

Gaussian mixture model is also implemented in MATLAB, 
first of all, we set N and k to 150 and 5 respectively. Then we 
allowed for uniform background noise term, and we set the 
number of repetitions with different initial conditions to 10, but 
only the best fit is returned. In the EM algorithm, maximum 
iteration number was set to 100, and tolerance value is 0.01. In 
addition, This MATLAB function requires the Statistics and 
Machine Learning Toolbox. 

However, in the GMM training phase identified by the 
speaker, due to possible training data and other factors, it 
causes the EM algorithm to appear singular matrices, which is 
a significant defect. According to the characteristics that 
singular matrix does not appear in maximum likelihood 
estimation, the maximum likelihood estimation model can be 
used as the initial iterative model. Then in the iterative process 
of each step in the EM algorithm, we can use the given 
parameter α to control the correction ratio to modify it.  

V. RESULTS EVALUATION 

After using RPCA to separate music, we get background 
accompaniment and vocals, Fig.3 shows the spectrogram of 
original music, human vocal and accompaniment. 

 

Fig. 3. Spectrogram of Music Separation 

In the ten selected singers, pick out those songs whose 
human voice are clear enough. Find clear and noiseless vowel 
“o” in these vocals. Using LPC analysis for the same vowel 
made by these different singers, and some examples are shown 
in Fig. 4. 

 

 

 

Fig. 4. Male and Female Singer LPC Analysis 

From Fig.4, we can easily see the two singers different 
sound characteristics, but by virtue of this, the machine cannot 
tell the attribution of different sounds. The main reason for 
using the Gaussian mixture model in the singers' identification 
is that it can smoothen the density of any shape smoothly and 
achieve the closest result to the original data distribution. And 

the more the order of mixing, the more it can achieve the 
purpose of approximating the original data distribution, but the 
required identification time will increase. GMM experimental 
conditions are as follows: ten singers, half male, and the other 
half are female. In order to be more realistic, we picked out 16 
songs for each singer (an album), five for training, and the rest 
for testing. each person's voice training time is about 5 seconds, 
test voice unit length is 1 second, using 21-order LPC as the 
basic characteristics, and the order of GMM is 5. Finally, we 
can use the following formula to calculate the recognition 
accuracy, and the accuracy is 81.8%.  

 

Table.1. Confusion Matrix of The Identification(RPCA) 

 

In Table 1 can be seen, the singer #9 got the best 
identification result, reached 100%, and the results of singer 
#4, #5 and #7 which are more than 90% are also good enough, 
while singer #3 only succeeded in identifying seven songs in 
eleven. On the whole, more than half of the singers' 
identification results are more than 80%, which shows that this 
method can be used as a singer identification method. 

This paper described a method that performs singing voice 
separation and singer identification. The implementation of 
GMM in this system is based on the existing signal processing 
algorithm, but I found out that the order of GMM is also one of 
the factors that influence the accuracy of identification. At the 
beginning of the experiment, the reason I chose the GMM 



order to be 5 was to avoid the complicated calculation caused 
by the large order. When the order is low, each Gaussian 
component obtained by training is smoothed by the fact that it 
contains too much difference, and the identification 
performance is poor. However, when the order is large, since 
each Gaussian component is derived from very few data, it 
becomes very sharp, which reduces the robustness of the 
training model.  

VI. DISCUSSION 

This paper described a method that performs singing voice 
separation and singer identification. In order to evaluate the 
performance of RPCA in the separation of music on the singer 
identification, we randomly selected a male singer and a female 
singer from ten. Then, we used REPET-SIM to separate the 32 
songs (2 singers×16 recordings). We measured separation 
performance by Source-to-Distortion Ratio (SDR), Sources-to-
Interferences Ratio (SIR), and Sources-to-Artifacts Ratio 
(SAR). Higher values of SDR, SIR, and SAR suggest better 
separation performance. We chose to use those measures 
because they are widely known and used, and also because 
they have been shown to be well correlated with human 
assessments of signal quality. The value of SDR, SIR and SAR 
are shown in the following table. 

Table.2. Comparison of separation performance parameters 

 

SDR SIR SAR 

REPET 3.2 10.2 5.6 

RPCA 6.3 12.7 7.6 
The results could easily show that the performance of 

REPET-SIM cannot reach the same level as RPCA. For 
example, SAR means the ratio of signal energy to the error due 

to artifacts, the expression is , 
where starget is an allowed distortion of source, einterf and eartif 

represent respectively the interferences of the unwanted 
sources and the artifacts introduced by the separation 
algorithm. From the expression, we can draw that when 
separating the same music, the smaller the value of the 
artifacts introduced by the separation algorithm, the greater the 
value of SAR. Thus, RPCA introduces fewer artifacts, which 
means RPCA is a better music separation method. And the 
average identification accuracy of the two singers only reached 
63.6% (male singer: 54.5%; female singer: 72.7%).  

Table.3. Confusion Matrix of The Identification(REPET-SIM) 

Singer 
number 

1 2 Accuracy 
(%) 

1 6 5 54.5 

2 3 8 72.7 
In summary, the performance of robust principal 

component analysis as a music separation method is better 
than REPET-SIM, it is more suitable for singer identification. 

VII. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a method of using human vocals 
separated from pop music to identify singers. First, we selected 
10 singers (five male and five female) as samples, and picked 
10 songs for each singer. Then, those music were separated by 
robust principal component analysis. And using LPC to 
analyze the vowels in those human vocals, we chose to analyze 
vowels, because the LPC analysis is based on the assumption 
of the all-pole model, it cannot accurately describe unvoiced 
sound and nasal sound. And finally use GMM to identify them. 

As can be seen from the results, this system can work well. 
However, due to limited time and effort, the accuracy is not 
ideal. In the future, we will try some improved programs, such 
as trying other vocal analysis methods and parameter changing, 
or using more training data and test data to get more accurate 
results. 
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