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An event-driven publish/subscribe (PS) model of a distributed system is used in various applications. 

In this paper, we discuss a peer-to-peer (P2P) model of a topic-based PS system (P2PPS model) where 

each peer process (peer) can both subscribe interesting topics and publish event messages with topics. In 

our previous studies, we propose the TBC (topic-based-causally delivery) protocol a homogeneous net-

works where maximum delay time between every pair of peers is same. Here, a pair of event messages 

are checked if the event messages are related in the topic vector and are causally delivered by taking 

advantage of physical time and linear time. In this paper, we consider a system where peers are intercon-

nected in heterogeneous networks. Here, maximum delay time between every pair of peers is not same. 

We propose a heterogeneous TBC (HTBC) protocol where event messages are TBC-causally delivered to 

target peers in heterogeneous network. We evaluate the HTBC protocol and show the number of pair of 

event messages unnecessarily ordered is reduced in the HTBC protocol. 
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1. INTRODUCTION 

In distributed applications, a group of processes 

𝑝1, … , 𝑝𝑛 (𝑛 ≥ 1)  are cooperating with one another by ex-

changing messages in underlying networks. A process is mod-

eled to be a finite state machine. Event-driven distributed sys-

tems like publish/subscribe (PS) [8], [9] systems are developed 

and used in various types of distributed applications like Google 

alert. A peer-to-peer (P2P) publish/subscribe (P2PPS) [3], [4], 

[5], [6] system is composed of peer processes (peers) where 

each peer can play both subscriber and publisher roles. In this 

paper, we consider a heterogeneous system where the maximum 

clock offset of each peer is the same but the maximum delay 

time between every pair of peers is not the same. Peers in each 

subgroup are interconnected in a local area network (LAN) and 

subgroups are interconnected in wide area network (WAN). 

In this paper, we newly propose a heterogeneous topic-

based-causally delivery (HTBC) protocol to topic-based-caus-

ally (TBC) deliver event messages by taking advantage of linear 

clock and physical clock. Event messages are required to be 

causally delivered to every common target peer in a group of 

multiple peers. An event message 𝑒1  topic-based-causally 

(TBC) precedes an event message 𝑒2 in a heterogeneous net-

work if and only if (iff) not only 𝑒1  causally precedes 𝑒2 

(𝑒1  →  𝑒2) but also 𝑒1 and 𝑒2 are related in terms of topics [7]. 

In section 2, we propose the HTBC protocol to topic-based-

causally deliver event messages in heterogeneous networks. In 

section 3, we evaluate the HTBC protocol in terms of number 

of pairs of event messages unnecessarily ordered. 

2. HTBC PROTOCOL 

We propose a heterogeneous TBC (HTBC) protocol 

to topic-based-causally (TBC) deliver event messages in 

heterogeneous network. We discuss how each peer 𝑝𝑖 

orders event messages which are notified to the peer 𝑝𝑖 

in the HTBC protocol. A pair of event messages 𝑒1 and 

𝑒2 are ordered in the following rules : 

[Ordering rules] Let 𝑒1 and 𝑒2 be a pair of event messages 

notified to a peer 𝑝𝑖. The event messages 𝑒1 and 𝑒2 are or-

dered as follows : 

1) 𝑒1  𝑇𝑉 - 𝑝𝑟𝑒𝑐𝑒𝑑𝑒𝑠  𝑒2  (𝑒1  ⇒𝑇𝑉  𝑒2) if 

𝑒1. 𝑇𝑉 ≺𝑒1.𝑃 ∩ 𝑒2.𝑃 ∩ 𝑝𝑖.𝑆  𝑒2. 𝑇𝑉. 

2) 𝑒1 𝐿𝑇-𝑝𝑟𝑒𝑐𝑒𝑑𝑒s 𝑒2 (𝑒1 ⇒𝐿𝑇  𝑒2) if 𝑒1. 𝐿𝑇 ≤  𝑒2. 𝐿T. 

3) 𝑒1  𝑃𝑇 - 𝑝𝑟𝑒𝑐𝑒𝑑𝑒s  𝑒2  (𝑒1 ⇒𝑃𝑇  𝑒2)  if 𝑒1. 𝑃𝑇 −

 𝑒2. 𝑃T < 2𝜀 and one of the following conditions holds : 

a) 𝑒2. 𝑃𝑇 − 𝑒1. 𝑃𝑇 > 𝑚𝑥𝑑𝑖𝑗 + 2𝜀. 

b) If 𝑚𝑖𝑛𝑑𝑖𝑗  ≥ 2𝜀, 𝑚𝑖𝑛𝑑𝑖𝑗 − 2𝜀 ≤  𝑒2. 𝑃𝑇 −

                𝑒1. 𝑃𝑇 ≤  𝑚𝑎𝑥𝑑𝑖𝑗 + 2𝜀. 



4) 𝑒1  𝑇𝐵𝐶 -𝑝𝑟𝑒𝑐𝑒𝑑𝑒s  𝑒2  (𝑒1 ⇒𝑇𝐵𝐶  𝑒2)  if 𝑒1  ⇒𝐿𝑇  𝑒2 ,   

𝑒1  ⇒𝑇𝑉  𝑒2, and 𝑒1  ⇒𝑃𝑇  𝑒2. 

We consider the following types of protocols based on the 

ordering rules : 

 TV protocol: an event message 𝑒1  precedes an 

event message 𝑒2 if 𝑒1  ⇒𝑇𝑉  𝑒2. 

 TV_LT protocol: an event message 𝑒1 precedes an 

event message 𝑒2 (𝑒1  ⇒𝑇𝑉_𝐿𝑇  𝑒2) if 𝑒1  ⇒𝑇𝑉  𝑒2 

and 𝑒1  ⇒𝐿𝑇  𝑒2. 

 TV_PT protocol: an event message 𝑒1 precedes an 

event message 𝑒2 (𝑒1  ⇒𝑇𝑉_𝑃𝑇  𝑒2) if 𝑒1  ⇒𝑇𝑉  𝑒2 

and 𝑒1  ⇒𝑃𝑇  𝑒2. 

 HTBC protocol: an event message 𝑒1 precedes an 

event message 𝑒2 (𝑒1  ⇒𝑇𝐵𝐶  𝑒2) if 𝑒1  ⇒𝑇𝐵𝐶  𝑒2, 

i.e. 𝑒1  ⇒𝑇𝑉  𝑒2, 𝑒1  ⇒𝐿𝑇  𝑒2, and 𝑒1  ⇒𝑃𝑇  𝑒2. 

 

3. EVALUATION 

We evaluate the TV, TV_ LT, TV_ PT, and HTBC protocols 

in terms of number of pairs of event messages unnecessarily or-

dered. A system 𝑆 is composed of 𝑛 (≥ 1) peers 𝑝1, … , 𝑝𝑛. 

A pair of peers 𝑝𝑖 and 𝑝𝑗 are interconnected in a local area 

network (LAN) and wide area network (WAN), where 

𝑚𝑎𝑥𝑑𝑖𝑗 = 16  [time unit (tu)] and 𝑚𝑎𝑥𝑑𝑖𝑗 = 160  [tu], re-

spectively. The maximum clock offset 𝜀 is same in every peer, 

𝜀 = 4 [tu]. 

A topic set 𝑇𝑇 is composed of ℎ (≥ 1) topics 𝑡1, … , 𝑡ℎ. 

A subscription 𝑝𝑖 . 𝑆 of a peer 𝑝𝑖 includes ℎ𝑖 (ℎ𝑖  ≤ ℎ) topics 

(𝑝𝑖 . 𝑆 ⊆ 𝑇𝑇). A publication 𝑒. 𝑃 of an event message 𝑒 pub-

lished by a peer 𝑝𝑖 includes 𝑘𝑖 (𝑘𝑖  ≤ ℎ) topics (𝑒. 𝑃 ⊆ 𝑇𝑇). 

Let 𝑥𝑡 show the maximum number of topics to be included in 

each of the subscription 𝑝𝑖 . 𝑆  of a peer 𝑝𝑖  and publication 

𝑒. 𝑃 of an event message 𝑒 published by the peer 𝑝𝑖 (𝑥𝑡 ≤

ℎ). Here, the numbers ℎ𝑖 and 𝑘𝑖 of topics are randomly taken 

out of 1 to 𝑥𝑡 for each subscription 𝑝𝑖 . 𝑆 and each event mes-

sage which 𝑝𝑖  publishes, respectively, 1 ≤ ℎ𝑖  ≤ 𝑥𝑡 and 1 

≤ 𝑘𝑖 ≤  𝑥𝑡. 

Each peer 𝑝𝑖  randomly publishes event messages. Total 

number 𝑚 of event messages are randomly published by peers 

in a system. For each event message 𝑒, a source peer 𝑝𝑖 which 

publishes the event message 𝑒 is randomly selected. In addi-

tion, the publishing time 𝜏𝑖 when a peer 𝑝𝑖 publishes an event 

message 𝑒 is randomly taken from 0 to 𝑚𝑎𝑥𝑇 − 1 [tu]. The 

simulation time 𝑚𝑎𝑥𝑇  is 150,000 [tu]. Suppose a peer 𝑝𝑖 

publishes an event message 𝑒 at time 𝜏𝑖. The event message 

𝑒 is delivered to every peer 𝑝𝑗 at time 𝜏𝑗 . Here, 𝜏𝑗 =  𝜏𝑖 + 𝛿𝑖𝑗 . 

The delay time 𝛿𝑖𝑗 between a pair of peers 𝑝𝑖 and 𝑝𝑗 is ran-

domly decided between the minimum delay time 𝑚𝑖𝑛𝑑 and 

the maximum delay time 𝑚𝑎𝑥𝑑, 𝑚𝑖𝑛𝑑 ≤  𝛿𝑖𝑗  ≤ 𝑚𝑎𝑥𝑑. 

An event message e also carries the vector time 𝑒. 𝑉𝑇 to 

check the causal precedency of event messages in the evaluation. 

The vector time 𝑉𝑇 =  〈𝑣𝑡1, … , 𝑣𝑡𝑛〉 is manipulated by each 

peer 𝑝𝑖 ( 𝑖 = 1, … , 𝑛) in the vector clock (VT) protocol [2] as 

follows : 

1) [Initially] In every peer 𝑝𝑖, 𝑉𝑇 =  〈0, … , 0〉; 

2) [Receive] On receiving an event message 𝑒, a peer 𝑝𝑖 

manipulates the vector time 𝑉𝑇 as follows : 

𝑣𝑡𝑖 =  𝑣𝑡𝑖 + 1 for 𝑗 = 1, … , 𝑛 (𝑗 ≠ 𝑖); 

3) [Publish] A peer 𝑝𝑖  would like to publish an event   

message 𝑒; 

𝑣𝑡𝑖 =  𝑣𝑡𝑖 + 1; 

𝑒. 𝑉𝑇 = 𝑉𝑇; 

𝑝𝑖 publishes 𝑒; 

Here, an event message 𝑒1 causally precedes an event message 

𝑒2 (𝑒1  →  𝑒2) [1] iff 𝑒1. 𝑉𝑇 ≤  𝑒2. 𝑉𝑇. It is checked if an event 

message 𝑒1 causally precedes an event message 𝑒2 by using 

the vector time 𝑒1. 𝑉𝑇  and 𝑒2. 𝑉𝑇 . Here, 𝑒1  ⇒𝑉𝑇  𝑒2  iff 

𝑒1. 𝑉𝑇 ≤  𝑒2. 𝑉𝑇. 

In the simulation, we collect the following ordered pairs of 

event messages which each peer pi receives : 

1) 𝑇𝑉𝑖  is a set of pairs of event messages 𝑒1  and 𝑒2 

which a peer 𝑝𝑖 orders as 𝑒1 ⇒𝑇𝑉  𝑒2 only in the topic 

vector (TV) protocol, i.e. 𝑇𝑉𝑖 =  {〈𝑒1, 𝑒2〉  | 𝑒1. 𝑇𝑉 ≤

 𝑒2. 𝑇𝑉}. 

2) 𝑇𝑉_𝐿𝑇𝑖 is a set of event messages 𝑒1 and 𝑒2 which a 

peer 𝑝𝑖  orders as 𝑒1 ⇒𝑇𝑉  𝑒2  and 𝑒1 ⇒𝐿𝑇  𝑒2  in the 

TV_LT protocol, i.e. 𝑇𝑉_𝐿𝑇𝑖  = {〈𝑒1, 𝑒2〉 | 

𝑒1 ⇒𝑇𝑉  𝑒2 and 𝑒1  ⇒𝐿𝑇  𝑒2 (𝑒1. 𝐿𝑇 ≤  𝑒2. 𝐿𝑇)}. 

3) 𝑇𝑉_𝑃𝑇𝑖 is a set of event messages 𝑒1 and 𝑒2 which a 

peer 𝑝𝑖  orders as 𝑒1 ⇒𝑇𝑉  𝑒2  and 𝑒1 ⇒𝑃𝑇  𝑒2  in the 

TV_PT protocol, i.e. 𝑇𝑉_𝑃𝑇𝑖  = 

{〈𝑒1, 𝑒2〉  | 𝑒1  ⇒𝑇𝑉  𝑒2 and 𝑒1  ⇒𝑃𝑇  𝑒2  (i.e. 𝑒2. 𝑃𝑇 −

 𝑒1. 𝑃𝑇 > 𝑚𝑎𝑥𝑑 + 2𝜀 or if 𝑚𝑖𝑛𝑑 ≥ 2ε, 𝑚𝑖𝑛𝑑 − 2𝜀 ≤

 𝑒2. 𝑃𝑇 −  𝑒1. 𝑃𝑇 ≤ 𝑚𝑎𝑥𝑑 + 2𝜀)}. 

4) 𝑇𝑉_𝑉𝑇𝑖  is a set of event messages 𝑒1  and 𝑒2  which 

are ordered as 𝑒1 ⇒𝑇𝑉  𝑒2 and 𝑒1 ⇒𝑉𝑇  𝑒2, i.e 𝑇𝑉_𝑉𝑇𝑖 

= {〈𝑒1, 𝑒2〉  | 𝑒1. 𝑇𝑉 ≤  𝑒2. 𝑇𝑉 and 𝑒1. 𝑉𝑇 ≤  𝑒2. 𝑉𝑇}. 

5) 𝐻𝑇𝐵𝐶𝑖 is a set of pairs of event messages 𝑒1 and 𝑒2 

which a peer pi orders as 𝑒1 ⇒𝑇𝑉  𝑒2, 𝑒1 ⇒𝐿𝑇  𝑒2, and 

𝑒1 ⇒𝑃𝑇  𝑒2  in the HTBC protocol, i.e. 𝐻𝑇𝐵𝐶𝑖  = 

{〈𝑒1, 𝑒2〉  | 𝑒1 ⇒𝐻𝑇𝐵𝐶  𝑒2, i.e. 𝑒1 ⇒𝑇𝑉  𝑒2, 𝑒1 ⇒𝐿𝑇  𝑒2 

and 𝑒1 ⇒𝑃𝑇  𝑒2}. 

6) 𝑉𝑇𝑖  is a set of pairs of event messages 𝑒1  and 𝑒2 

where 𝑒1 causally precedes 𝑒2 in the VT protocol, i.e. 

𝑉𝑇𝑖 = {〈𝑒1, 𝑒2〉 | 𝑒1. 𝑉𝑇 ≤  𝑒2. 𝑉𝑇}. 

Here, 𝑇𝑉𝑖 −  𝑇𝑉_𝑉𝑇𝑖, 𝑇𝑉_𝐿𝑇𝑖 −  𝑇𝑉_𝑉𝑇𝑖, 𝑇𝑉_𝑃𝑇𝑖 −  𝑇𝑉_𝑉𝑇𝑖, 

and 𝐻𝑇𝐵𝐶𝑖 −  𝑇𝑉_𝑉𝑇𝑖  are sets of pairs of event mes-

sages which are unnecessarily ordered by a peer 𝑝𝑖 in 

the TV, TV_ LT, TV_PT, and HTBC protocols, respec-

tively. For example, 𝐻𝑇𝐵𝐶𝑖 − 𝑇𝑉_𝑉𝑇𝑖  is a set 

{〈𝑒1, 𝑒2〉 | 𝑒1 ⇒𝑇𝑉  𝑒2, 𝑒1 ⇒𝐿𝑇  𝑒2  and 𝑒1 ⇒𝑃𝑇  𝑒2, but 



𝑒1. 𝑇𝑉 ≰  𝑒2. 𝑇𝑉 and 𝑒1. 𝑉𝑇 ≰  𝑒2. 𝑉𝑇}  of pairs of event 

messages. Here, 𝑒1  ⇒𝐻𝑇𝐵𝐶  𝑒2 but 𝑒1 does not causally 

precede 𝑒2. For each set 𝑀 of pairs of ordered event messages, 

𝑁(𝑀) shows the unnecessarily ordered event message (UO) 

number. For example, the UO number 𝑁(𝐻𝑇𝐵𝐶𝑖 −   𝑇𝑉𝑉𝑇𝑖) 

shows how many number of event messages unnecessarily pre-

cede each event message. In the TV_VT protocol, 

𝑁(𝑇𝑉_𝑉𝑇𝑖) =  ∅  since 𝑒1  ⇒𝑇𝑉_𝑉𝑇  𝑒2  if 𝑒1  →  𝑒2 . Hence, 

there is no pair of event messages unnecessarily ordered in the 

TV_VT protocol 𝑁(𝑇𝑉_𝑉𝑇𝑖)  = ∅. 

   Figure 1 shows the UO number 𝑁(𝑇𝑉𝑖 − 𝑇𝑉_𝑉𝑇𝑖),

𝑁(𝑇𝑉_𝐿𝑇𝑖 − 𝑇𝑉_𝑉𝑇𝑖), 𝑁(𝑇𝑉_𝑃𝑇𝑖 −  𝑇𝑉_𝑉𝑇𝑖), and 𝑁(𝐻𝑇𝐵𝐶𝑖 

− 𝑇𝑉_𝑉𝑇𝑖) of every peer 𝑝𝑖 for the maximum clock offset 𝜀 

is 4 [tu] and number of subgroups is 2 where event messages are 

randomly transmitted by six peers (𝑛 = 6). As shown in Figure 

1, the UO number of event messages in the HTBC protocol is a 

little smaller than the TV_PT protocol. The UO number of event 

messages can be reduced in the HTBC protocol. 

 

4. CONCLUDING REMARKS 

In this paper, we proposed the topic-based peer-to-peer 

publish/subscribe (P2PPS) model where each peer can play both  

  

 

Figure 1. Total number of unnecessarily ordered event mes-

sages in heterogeneous network (n = 6, maxd = 16 in LAN, 

maxd = 160 in WAN). 

 

subscriber and publisher roles and there is no centralized coor-

dinator. Each peer can not only subscribe but also publish event 

messages. Event messages published by a peer are delivered to 

only target peers where the subscriptions and publications in-

clude common topics. We discussed the HTBC, TV_LT, 

TV_PT, and TV protocols which take advantage of topic vectors, 

linear time, and physical time to causally deliver event messages 

to every common target peer. Even if an event message 𝑒1 is 

delivered before 𝑒2  in a protocol, 𝑒1  may not causally pre-

cede 𝑒2 . Here, the event messages 𝑒1  and 𝑒2  are unneces-

sarily ordered in the protocol. We evaluated the HTBC, TV_LT, 

TV_ PT, and TV protocols in terms of number of pairs of un-

necessarily ordered event messages. In the evaluation, we 

showed there are only a small number of event messages are 

unnecessarily preceded by each event message in the HTBC 

protocol. 
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