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Ab.streict

This papor dcsc.ribcs a new hair repre.sentation techiiiqiui for
drawing 3D CG characters. In our approach liair models
are representcid by skeleton-based implicit surfaces. Implicit
inodoliiig allow.s ropresiuitlng union and division of wisp.s of
hair by n.sing a blobby model. Our method gets hair skele
tons as input data. The skeleton is interpolated using a
spline function and then implicit surface of hair shape is gen
erated by the skeleton. And ray marching method is used
to compute intcrs<K'tion of ray and surface of hair implicite
function. Finally, non-photorealistic rendering is applied to
generate re.sulting image as output. In our approctch hair
skeletons are created by operating GUI skeleton editor or
tracking hand motion using depth camera. This .system al
lows the artist to create skeleton with the help of intuitive
operations. Physically-based animation of the hair model is
also proposed. In our approach, spring-mass model is lused
to animati! a solid hair shape.

1 Introduction

In Japanese* cartoon animations, pictures are drawn usually
by an artist. But nowadays we can see increasing interest
in combining 3D CG characters and hand-drawn characters
to make action-packed stione, for example, a battle or dance
scene. In such an approach, 3D CG characters mimic hand-
drawn c-liarachers.

A true real-tiiiK! animation of animated characters with

complex hairstyl<\s was discus.sed in many pap(*rs. Early
work on comput(*r g(*nerated hair is by Kajiva and Kay [5].
In [16] authors mark that because the difficult, often un
solved probleiiLs that arise in this area, a broad diversity of
apprcjaclies is uscal, each with strengths that make it appro
priate for particular applications. For more references see
also a good overview [14].

A(*cording to Anime News Network, the artwork in Anime
is based primarily on manga, which is a comic book style that
became popidar in Japan following World War II. Seems,
Anime hair modeling is more difficult problem than true
real-time animation of animated characters because of the

problem of a formal definition of Japanese style of hair draw
ing in cartoon animation. For example, Anime hair comes
in bright unnatural colors. Anime is a type of Japanese
animation that is characterized by its highly stylistic and
sometimes even unrealistic visual imagery.

Unlike Anime hair modelling and rendering for true real
time animation of complex hairstyles involves the tiisk of
dealing with high-density hair strands and is often based on
iLsing mechanical models. There are no room to overview
papers related to true real-time animation of complex
hairstyles, lot us only point out existing approaches, which,
in principle, can be used and some of them are used for 3D
Anime: spring-mass, dynamic continuum, loosely connected
particles, NURBS surface shell models.

Supervisor; Prof. Vladimir Savchenko

It is necessary to note that a few publications related
to the problem of Anime hair drawing arc available. Most
AniuK! art styles derive from a few influential manga artists.

Creating good looking hair by hand for Anime remains a
tedious task. In this paper, we focus on hair modeling of 3D
CG characters. Traditionally, characters' hairs are made by
polygonal models or by using pai-ametric surfac-<* represen
tation. Nevertheless, polygonal models are static and there
are motion limitations. These models cannot represent union
and division of wisps of hair shown in hand-drawn anima
tions, .see Fig. 1. Thus, flexible hair models allowing attain
ing hand-drawn expressions are needed. Traditional art is a
rich source of inspiration for artistic hair or cartooning. In
a particular, in this paper we are trying to mimic: Japanese
dark angc*l like; style drawing.

Figure 1. Example of hair transformation in hand-drawn
animation.

2 Related Works

Research related to Anime like hair modeling and non-
photorealistic rendering seems is less successful than pho-
torc^alistic hair modeling.

Nol)le and Tang [8] use NURBS surfaces generated from
key hair curves. In this method, the primary shape; and mo
tion of the hair is defined by an animated NURBS volume.
The Ijiusic flat shading style with a two-tone approach is used
to highlight the hair clumps and the hairs' natural t(;ndency
to stick together. In [7, 6], polygonal hair shap<;s are gcn-
<;rated by strokes gotten from simple sketch drawn by the
user.

Paper [12] describes a new hair rendering techniciue for
Anime charaeters. Hair shapes are represented by using par
ticles. Most of the rendering steps are perform(;d on the
GPU. Using the rendering order of the hair strands and the
reference image, a simplified silhouette of the hair strands is
calculated by applying a Sobel edge detection filter on the
reference; texture.

In [2], a procedural technique to generate different kinds
of hair strands with strands positioning on the head is used.

Sugisaki et al. in [13] use a high-quality two-dim(;n.sionaI
c:(;ll image of the animated chaiacrter and roughly sketched
images of the character's hairstyles.

Paper [3] presents a system which provides a set of tools to
facilitate the positioning of the generated hair over the hand-
drawn hair. System includes 4 steps required to produce
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cartoonish hair: a preliminary picture drawn by the artist
Ls required in order to fit digitized hair; some paramctrically
defined patches are positioned over the hand-drawn hair in
2D; some pseudo-lights are then positioned to get the proper
highlights; finally, the planar look of the positioned patches
can be broken using a depth perturbation technique.

3 Proposed approach

In our technique, hair is represented by skeleton-based im
plicit surfaces and non-photorealistic rendering is used for
visualization [9, 10]. Drawing production pipeline includes
following steps:

• Input hair skeleton.
• Interpolation of skeleton using a spline function.
• Generate hair shape using the implicit surface.
• Render hair shape by applying a non-photorealistic

shading.

For creating hair skeletons we propose graphical user inter
face to edit skeletons. By using our GUI, artists can create
hair skeletons using fingers motion.

Physically-based animation of hair wisps is implemented.

4 Skeleton-based Modeling

Our goal is to simplify the artist's work on the hair creation.
To achieve this, we represent hair strands with implicit sur
faces [Ij. Implicit surface is a surface defined by those points
that satisfy f{x) = c, see equation (1), for some constant c,
where f{x) is a function of several variables. In our ap
proach, the implicit surface is represented by a blobby-like
model. Blobby model is a commonly used model. Blobby
model allows representing split and fusion of objects eas-
illy. Thus we use blobby model for representing hair shapes.
The blobby model represents objects by isosurface of a den
sity field built from summation of local density functions of
primitives (2).

f{x)-C = 0{C^0) (1)

= (2)
p

where fp is a local function of p primitive.

4.1 Hair Skeleton

The surface is generated from set of strokes (hair skeletons)
produced by the artist. The hair skeleton enables the cre
ation a character's hair style. Each hair skeleton represents
each single wisp of hair, see Fig. 2. Each node of a skeleton
has effective weight and radius of influence as shown in Fig.
3. These parameters are assigned by the user and used for
deciding width of wisp and extent of blending.

Figure 2. Example of 3D hair skeletons.

Figure 3. Parameters of skeletons.
We', effective weight.

Te'. radius of influence.

4.2 Interpolation of Skeletons

Skeletons are interpolated using the cubic spline function in
order to attain smoothed hair shape as it shown in Fig. 4.
We suppose that the ordinate are given by the user approxi
mately and the cubic spline function is used for interpolating
the hand-drawn hair or N data points smoothly. The spline
passes through each data point forming a smooth function

were local functions of each interval are defined by
(3), j = 0... N —1. In function (3), tj is defined by (4) and
parameters aj, bj, cj, and dj are defined in conformity with
constrains (5), (6), and (7).

~ "I" d" ^ ^ 1)

5j(l) = 5j+i(0)

S'^io) = = 0

(3)

(4)

(5)

(6)

(7)

Figure 4. Spline interpolation.

4.3 Hair Shape Function

The hair shape which is the isosurface of a density function
is modeled using the blobby primitives. Blobby modeling
has a feature that blobby shapes placed close to one another
can be blended together. The isosurface represents points of
a constant value of the function (8) and this function is de
fined by the difference between a threshold and summation
of density functions of each edge. The density function used
in the paper is Gaussian like function approximated by the
quadratic function (9). Density decays with increasing dis
tance between a point and an edge of a skeleton as it shown
in Fig. 5.

/surface (^) —̂ /̂density ( j '̂ e
ees \ /

^threshold

/density (^) —

0 (1< x)

1 —3x^ (a; < 4)

(8)

(9)

where De is distance between the edge and point, is radius
of influence, We is weight value and, 5 is a set of edges of a
skeleton.
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Figure 5. Skeleton-based hair shape.

Figure 6. Exatnple of hair modeling using the density func
tion (9).

5 Non-photorealistic Rendering

Hair models reprcseiitiKl by implicit surfaces mo rendered
using ray marching algorithm. Ray marching algorithm is a
kind of ray tracing technique, where calculating ray/surface
intersection is produced numerically.

5.1 Calculating the Shape Function

To calculate the density function of the skeleton, the distance
between a point of a ray and a point interpolated l)y th(i
spline function in accordance to skeleton points has to be
calculated. In this c«ise, the function (10) of 6th degree must
be minimized. We use numerical te'chniquo descussed in [15]
that combines quadratic ininiinization and Newton's method
to find the distance.

/ (0 = (S. it) - V,f + {Sy (t)^ Vyf + (5, (t) - , (10)
where S^, Sy, are components of the cubic spline function
and Cj,, Vy, v. are coordinates of a ray point.

5.2 Bounding Volume

Ray marching algorithm is time-consurning to cakmlate ray/-
surface intersection. Using bounding volume, limiting ray
range is needed to reduce searching time.

At first, cubic spline function is converted to cubic Bezior
function. And bounding volume of each skeleton segment
is made by coim^x envelope of Bezier curve. Segment of
cubic Beziercurv(> is dehned by (11) with control points vjo,

Vj2, Vj-.i. To solve function (11) for tj, equation (12) is
obtained.

Bj (tj) =f^Vj3+3tj (1 - tj)Vj2
+ -M.j (I - tjf vji + (l-ij)^T;jO

Bj (tj) = (Dj3 - 3wj2 + Svji - Vjo)

+ {Vj2 + 2vji + Vjo) (12)

+ {Vji -Vjo)tj+VjQ

Then parameters of spline function in equation (3) and
bezier function (12) are used to define the equation (13).
Control points Vjo, vji, Vj2, Vj-j are obtained from equation

Vj3 - 3vj2 + 3vji - Vjo = aj

Vj2 + 2vji+Vjo^bj
< (l-i)

"^jO — Cj

Vjo = dj

And axis-aligned bounding box of each edge segment of
skeleton is created from control points of Bezier curve. Be
cause Bezier curve control points have convex envelope,
bomuling box of the all skeleton is created by fitting con
trol points.

5.3 Non-photorealistic Shading

In our teclmique, shading is done in cartoon stylo. This
shading is based on typical toon shading by implementing
non-photorealistic lighting technique where a color intensity
is calculated at first and after that binary painting is applied.
Sliacling is applied in a local coordinate system defined the
IuukI orientation of a character.

Tlie specular intensity is calculated by using only latitude
angular <lifference between normal vector and the diroction
of liglit. Process of shading consist of the following steps:

1. Normal vector and the light direction are converted into
local coordinate system of the head.

2. Each 3D vector is converted into 2D vector including a
latitudinal component, which is in accordaiK^e to Z axis
(15), and a longitudinal component, which is projected
onto local XY plane (16).

3. Dot, product, of 2D normal and light directional vectors
defined in the step 2 defines the specular intcmsity (14).

Diffuse intensity is calculated in accordance to the longitude
iingular flifference between the normal vector and the light
direction (19) and the latitude angle of the normal (18). Dif-
fu.se intensity is defined by multiplication of the latitudinal
component, of the normal vector and the dot product of nor
mal and light directions projected onto tlie local XY plane
(17). These intensities are shown in Fig. 7.

Finally, color is defined using intensity and tliroshold pa-
rametcu's given by the user. The color is separated into sp{!c-
ular and diffuse components (21,22), after that each com
ponent is divided according to thresliold parameters that
allows forming a light and daik areas, and then 2 parts are
mixed according to (20). An example of shading illustrating
so called angel lialo is shown in Fig. 8.

.fspuciilar —A^latitudeTlatitude "I" A^longitiideTloiiKit.iido (14)

VlatiU.de = V . (15)

'longitude =J{V-E:,f + {V-Eyy

^diffuse —7iatiUide7lougit.ude (17)

^latitude —0.5 (iVijititudo "F 1) (18)

/. . L-EyN-Ey NW,.dc-O.o(^ T. + L„ Nn
(19)

where N is the normal vector, L is the normalized light, di
roction, V is the vector AT or L, E^, Ey, E~ are components
of the biiais vector defined in the local coordinate system of
the hocul.

Color C is defined as follows;

C" = Cgpecular "F^diffuse (20)

{^specular (^specular ^specular)
(21)

0 (^specular ^ ^specular)
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Figure 7. Shaded and highlighted areas according to
(top left), /(leffusu (top right), /loi.gitiKie (bottom left),

and /latitude (bottom right) values.

j'̂ diffuse (^diffuse /diffuse)
^diffuse ~ 1 (22)

(/d iffiise ^ ^diffuse)

Where t is threshold of intensity, c is color.

Figure 8. Result of shading.

6 User Interface using Depth Camera

Our model cannot be made on existing 3DCG software with
out any extending. We propose a graphical user interface
for creating hair skeletons. ScriHui caputure of our system is
shown in Fig. 9. The artist have to create or edit hundreds
of skeleton nodes to define positions and parameter.s. It is
tedious for designers. Thus wo need a user interface allowing
intuitive operations to cr(!ate skeletons.

In our approach, hair skeleton for our model can be cre
ated by tracking finger motion using depth camera. Depth
canmra tracks 2 fingers aiul sk<detoiis parameters cU^pend on
fingertips positions and distance between each fingertip.

2 fingertips are defined by 2 nearest convex (white meas
shown in Fig. 9) areas of the image. Process of searching
fingertips i.s cis follows:

1. Search a point, which defines a pixel image position,
closest to the camera.

2. Expand the area (one pixel area on the image) around
the pixel found at step 1 at a time.

3. Terminate expanding of the area if relative depth of the
point exceeds a given thresludd or is becoming less than
relative depth of outside points.

4. Define this area as the first fingertip area.

5. Search for another point which is the nearest one ex
cluding the first fingertip area.

0. Expand the area around the point found in the step 5
as it has been done in stops 2-3.

7. Define this area as the second fingertip area.
8. Two fingertips an; defined by the centers of correspond

ing areas.

Figure 9. Screen capture of our GUI. Left - skeleton editor.
R ight - preview of depth data detected by camera.

7 Physically-based Animation

In our approach, spring-mass model is implemented for hair
animation. Spring-nuusss models are u.sed for simulation of
soft-body object, see [4] and references herein. Hair simu
lation is one of the .soft-body simulations used spring-mass
model, see [11],

In spring-mass model, soft-body objects are represented
by m<\sspoints and springs connecting neighbor mass points.
And solving motion equations for mass points, motion of ob
ject is calculated. In Fig. 10, struct of mass/spring connec
tion in our method is shown. One skeleton node has one pri
mary mass point and 8 sub mass points. The primary mass
point is se;t same location of skeleton node. And sub mass
points are set around the primary mass points distanced ac
cording to the blob radius which is the skeleton parameter.
And mass points are connected by set of springs for restoring
deformation.

Figure 10. Mass points connecting. A connection between
one sub mass point and all neighbor points (top). Releasing
connections for producing deformations (bottom).

Equation (23) shows force applied to the mass point p.
The flowchart of calculations is shown in Fig. 11. In our
method, Runge-Kiitta 4th order method is used for time
integration.

f}> ~ ^ ^ (^s ~ ^s.nftlnral) ^a.p (23)
sQS

where S defines a set of springs. A:., is a spring constant of the
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spring fi, is the spring length, ds.p is direction vector from
p to the other side point of spring s, g is gravity acceleration,
riij, is mass of point p, Ctia,„p is damping coefficient , and Vj,
is velocity of p.

1. Input skeleton and animation

2. Optimize initial spring length

3. Update spring length

4. Calculate forceacting on mass points

5. Calculate velocityof mass points

6. Calculate locationof mass points

7. Updatetime

8. Finish calculation

Figure 11. Flowcluut of hair animation.

7.1 Optimization of natural spring length

Hair behavior is affected by gravity and hair shape is changed
from shape defined by iuputed skeleton even if head doesn't
move. But artists cannot design a hair skeleton in consicior-
ation of deformation by gravity. Thus hair shape should not
deform from initial shape wlion any force without gravity
doe.sn't affetrt a hair. Therefore springs' natural lengths are
adjusted to balance between force fi'om spring and gravity
befor starting simulation.

Balancing ijcitween forc:e from spring and gravity means
that we have satisfy the equation (24). To solve the equation
(24) for f.sjiiittiriin we can got hair model that doesn't change
from default shape with gravity.

f}> —^ ~ natural) <^s,p + 9^p —0' (24)

where initial initial length of spring s, and /.^.natural
natural length balancing with gravity.

Tiiis system of equation has less lineai- equations than de
manded unknown variables. Singnlaj" value decomposition
to solve this system of equations is used.

8 Result

Our method allows representing hand like drawn transforma
tions by only editing skeletons, see Fig. 12. We can sec one
thick hair wisp divided into a number of thin wisps. Using
our method, producing such transformations do not require
artists to modify the hair surface directly.

The hair model, non-photorealistic rendering, and anima
tion are shown in Fig. 13. It illustrates simulation of hair
motion such iis shaking a characters head from side to side.
Hair flows arc in concert with head motion. Then hair wisps
divide and unite. Biiuiry painting produces results r<\scm-
bling cartoon painting and allows creating a horizontal spec
ular slat, so called angel halo.

Figure 12. Example of simulation of transforming a hair
wi.sp.

9 Conclusion and Future Work

For non-photorealistic characters hair, a hair shape model
biused on the use of implicit surfaces, non-photorealistic hair
shading, physically-based hair dynamics are proposixl. De
veloped hair skeleton editor allows simplifying iiioiUd design.
We can say that the proposed technique produces reasoiialjle
visual results, tliat is, modeling hair wisps with skeletons has
shown to be a powerful and promising approacli.

Nevertheless, our system is still under development. Cur
rently, a basic blobby function is used for representing hair
shape. Normally, partings of hair wisps are sharp, cis we can
.s<'e ill Fig. 1. But using the basic blobby function produces
hair wisps blended smoothly including partings. Therefore
we need to modify the function specialized for liair sliapc
partings to reach hand drawn shape rendering.

In cmrront realization of hair animation, a hair wis]) moves
independent of otlier wisps. There is no collision dete(4,ion
check between each hair wisps or between hair and charac
ters' body. Wo need to implement collision check processing
hair wisps. In practice, hair wisps can Intersect bounds of
other wisps because hair wisps are blended with other wisps.
But betwi^en liair and characters' body, a hair wisp must not
hav(! iutersiHrtions with a character body.

In (rurreut realization of our approacli, each hair wisp
moves sei>aratoly. Thus, spread hair shape appearance be
comes too different form artists designing. It'.s pnTcrable for
hair to move loosely at the thick hair wisp level. In future,
wo need to take into consideration spring inter connection of
wisps to realize solid hair to mimic artists' hand drawing.

Non-photoroalistic shading is still a problem with our sys
tem and must be extended and improved. In our approach,
toon shading is applied, but only one style and it doesn't
guaranty reaching perfect such cia hand-drawn expression re
sults.
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