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Abstract—In this paper, because the information in one news
article is too little to make readers understand the whole view of
the subject, and in order to help readers get a full view of it, we
propose a method to summarize the content from news articles
about one subject, which is by processing a number of news
articles which have the same subject. We use news search engine
to collect news articles and perform preprocessing upon them in
order to calculate each article's vector by considering feature of
words. We proposes a clustering method in consideration of
similarity between articles and time property of news. We also
perform the visualization of the result. We evaluated our method
by performing conducting experiments using news articles being
collected and verified the effectiveness of the method.
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I. Introduction

With the development of Internet, it becomes much easier to
get information of news from Internet. Many news articles are
posted on news websites. The theme of news article is called to
be subject and each news may describes a certain side of the
event. But we may not know the related things about the subject
in advance. Although many news websites may list latest news
and we can also search for related informationabout the subject,
not only the information in one article is not enough, but also it
may cost much time to read whole related information. So
readers may not grasp the full view (related information) of the
subject in a short time. That is the reason why we need a method
to help readers understand the subject of news by reading the
result of sorting out information from a number of related news
articles.Our goal is to let readersgrasp a full viewofthe subject.

Because the key point of this research is to extract
information from a number of articles, we focus on how to
identify topics from them. But at first, we should classify them
into differentcategorieswhich talk about differenttopics. Many
conventional researches about how to classify document through
counting similarity between articles or other method are
proposed, but there is not effective method that can classify
articles about one subject based on content yet.

The thesis paper of [01] purposes a method that can detect
the "latest topic words" from incoming news articles to
understand topical overview in them. Two aspects of topic in
news stream are considered, one is accession of articles which
play up same event, and the other is a continuation of follow up
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articles. The method extracts a few latest topic words from each
cluster using the significance which is evaluated after applying
clustering method to news collection. The key point of this
research is counting the freshness ofnews articles based on time
stamp and calculating the degree of topic by considering
freshness, similarity and feature ofgenre clusters.

Two methods for classifying articles using feature vectors
are proposed in [02]. The first method uses lexical co
occurrences while the second method uses the EDR electronic
dictionary as a thesaurus to generate feature vectors.

The method proposed in [03] is performing hierarchic
clustering upon document collection that includes several topics
and building the structure based on similarity between clusters'
words features. It can make readers get a full view through
extracting keywords or entity name from clusters in a fast and
effective way.

The research of [04] proposes a keyword extraction
algorithm aiming at single document using word co-occurrence
statistical information but not a corpus.

A method of discovering semantically related news topics
for given time series data is proposed in [08]. As compared with
most existing methods which find related news mainly based on
the similarity among documents, they use both textual and
temporal behavior of the news, and expect to find related topics
which have some impact on the time series data.

However, there is not an effective method that can extract
topics from news articles that have the same subject in
consideration of time stamp yet.

We have published a thesis paper in the 27"* Annual
Conference of the Japanese Society for Artificial Intelligence
which is the reference [9]. We have proposed the method of
considering content and time property in that paper, but we had
not conducted experiments to verify it effectiveness.

This research is based on these conventional researches and

adopts the thinking of considering time stamp when extracting
topic from news collection. We propose a method that adopt
preprocessing, including morphological analysis and perform
clustering in consideration ofsimilarity and time stamp.

This paper is organized as follows. The next section we
detailed algorithm and in the third section, we made evaluation
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and discussion. Finally, we summarize our contributions and
conclude the paper.

II. Method Procedure

A. Obtaining News Articles

This research is aim to expand the content related to the news
subject, so we use news articles as the source sample. At the
present stage, we manually collect news articles by using search
engine, such as Google, which has the function of news search.
Firstly, we conduct search by using subject as search keyword
and get pages from the search results. Each search result is
linked to a page in which a news article about the subject is
posted. We extract the news article from each page, and we
extract posted date, title and text from each article. Thus we turn
every article to be one record. We will call time property as time
stamp the in this paper. Finally, each record is written into text
file with the format of"date (/n) title (/n) text". Experiment data
is also prepared in this way.

We have not made this step automatic yet. We only collect
experiment data manually from Internet using Google news
research. Besides, this research is targeting news articles written
in Japanese language.

B. Preprocessing

In this step, we firstly conduct morphological analysis. This
analysis is conducted upon part of every record, including title
and text. Morphological analysis is the analysis that uses
dictionary (word list of information with part of speech) and
knowledge (the rules of grammar) of grammar to break
statements written in natural language into morphemes (which
is the minimum unit with meaning in language.

Then we remove the word of type of particle, blank, mark
and some other words that we do need when we analyze the
content of the text. And we combine adjacent words into a new
one if they are of the same type. For example, "7", "8" and "7",
they are all nouns that represent the number, and we combine
them into "787". When a word is a prefix or suffix, we combine
it with the word after or before it. So what we really take into
consideration is words of noun, verb, adjective, words of
alphabet, numbers and so on.

We also get rid of the word of research keyword, because it
will have an influence on the results such as counting the
frequency of each word in every record in that the keyword
frequency will be too big to have impact on the total result if we
take it into consideration.

The next process is to deal with time stamp. We sort out each
time stamp into the format ofeight numbers ("year-month-day"),
such as "20130101". The time stamp will be used in the step of
D (Clustering) and F (Timeline).

Finally, we can obtain a list of words from the result of
morphological analysis.

C. Calculating Vector ofRecord

In this step, we count vector of each record by applying the
method of tf-idf. Tf-idf is the product of two statistics, term
frequency and inversedocument frequency. In this research,we
do not adopt the method of counting vector only by term

frequency because words with higher frequency may show that
the word is closelyrelated to the event but it cannot be said that
they are representative of one side of the subject. Conversely,
using tf-idf makes the importance of words that appear in many
records decrease and the importance of words that only appear
in some particularrecords increase. In this way, the words with
high tf-idf value may be representative of some side of subject.
In other words, the news articles about one subject may talk
about different sides, and in this way, we expect to make the
vectors can represent the relationship between news articles and
different topics about the subject, and the higher the similarity
between two vectors is, the more possibility that the two describe
the same topic about the subject is.

The vector dj of each record is defined as follows:

dj = (xji,Xj,2,-,Xiv) (i = 1,2,-.N) (1)

And the xjj is calculated by multiplying tf and idf value of
each word. N is the number ofall words.

tfy = ny/ZkHk,,- (2)

idfj = logN/{d: d 9 tj

Xj i = tfjj Xidfj (4)

(3)

N is the number of all records (news articles). The nij in the
formula 2 is the number of occurrence of word i in the record j.
The [did B tj in formula 3 is the number of record that
contains word /.

D. Clustering

In this step, we use the k-means clustering. K-means
clustering is a method ofcluster analysis and aims to partition n
observations into k clusters in which each observation belongs
to the cluster with the nearest mean.

Because we do not know how many clusters we will
partition the samples into, so in this research, we adopt a
recursive k-means algorithm. We set a threshold which is the
maximum number of elements in one cluster.

The clustering algorithm in this research is a little different
from the common k-means algorithm.

The difference is reflected in two steps, which are the step of
counting correlation coefficient and judging the cluster is too big
or not. We propose an algorithm of counting mean in k-mean
clustering method. The formula of (5) represents the method of
counting correlation coefficient.

The figure below shows the basic flow of performing
clustering of this research.
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Fig. 1 Flowof clustering.
Step (1).Select an initial set of k means mi, m2, mk (in this

research, k is set to the value ofy/n, n is the number of
articles). Because the result of k-means clustering varies
from the initial set, and in order to value this method easier,
we pick the first k words as the initial set.

Step (2). Assignment step: Assign each observation to the
cluster whose mean is closest to it. We define a correlation
coefficient in this step.

CCi j = Similarity^ i,j) x
Timelntervali ij)^

The Similarity (i, j) is the cosine similarity between two
records, shown in the frinction below, which is calculated by
using the vectors of the two.

Similarity! j =
J^k=o ^i.k ^J^k=o

(5)

(6)

The Timelnterval (i, j) is the time interval between dates of
two records. The time interval is calculated by the formula
below.The date (i) is the time stamp ofrecord i.

Timelnterval(i,;) = || date(0 - date(j)\\ + 1 (7)

The reason why we take time stamp into consider when we
calculate the correlation coefficient is that the different sides of

one subject are relatedto time stamp. In other words, the related
events happen in some particular points in time, so we expect
that the news articles that describe the same event or the same
sidemayhavethe moreclosely timeproperty. The moreclosely
the two events happen, the more possiblytheyare talkingabout
the same thing.

And we compute the correlation coefficient based on
similarity and timestamp,so the biggerthe valueof CCij is, the
more closely mean between two records is. So after we count
each CC value betweeneach record that have not been assigned
and each mean, we assign the record to the mean that has the
biggest value of CC.

Step (3). After assign all the records, calculate the centroid
vector ofeveiy cluster.

centorid(i) = (^Xi,X2, (8)

/ in the formula (8) above is the number of cluster, and n is
the number ofall words.

Xi =^^(.k =0,l.-V) (9)
The V is the number ofelements in each cluster.

Step(4).Select the element in each cluster that has the biggest
value CC with the centroid as the new initial set ofk means.

Step (5). Repeat the step 2 to assign all the elements that have
not been assigned by step (4).

Step (6). If the clustering result turns out to be the same as the
previous one, it can be deemed to be stable result. Then
finish the clustering of this time.

Step (7). We set a threshold to detect whether the elements
number in clusters is too big. If it is true, performclustering
upon the elements of the cluster using the step from 1 to 6.
In this research, the threshold is set to three tenths ofnumber
ofall words empirically.

In a conclusion, the K-means algorithm in this research has
been altered using hierarchic clustering and the mean that is
calculated by considering similarity and time interval.

E. Extracting Keywords

In this research, we use cl-keyword to express the general
content of every cluster. Because we count similarity between
vectors when clustering is been performed, when we distract cl-
keyword from every cluster, we sum up all the vectors in each
cluster and get the total vector as the following formulashows:

Vi = (nyLoCi+xi.o). nr=o(i+*/.i) nr=o(i+*»,„))
(10)

The n is number of words, m is number of elements in a
cluster.

Then we select the five numbers of the largest value from Vi
as cl-keyword.

F. Showing Clustering result

In this step, we implement the result of clustering
visualization usingJava language. The result ofvisualization can
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represent the relationship among clusters in tree structure like
the figure below.

time and title of news article ci-keywords

Fig. 2. Visualization of result ofclustering.

G. Showing Timeline Result

As we described in part D, different topics about one subject
appear in different time. In order to investigate the relationship
between time and the appearance of topics, we use timeline to
show the start time and end time of every cluster.

The purpose of this research is to extend the content about
the subject in order to make reader have a better understanding
of the subject in a news article. So the last step of the purposed
method is to summarize content ofevery cluster to represent the
general content ofevery group (cluster). In the present stage, we
just list all the titles in every cluster. In the future, we will do
more research on how to distract information from every cluster.

The result is shovra in the figure below.
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Fig. 3 Visualization of result of timeline.
The vertical line in the left side is the time line, representing

the start time and end time of the whole sample. In this example,
the start time is March V\ 2013 and the end time is March 31'^
2013. The vertical lines on the right side of time line represent
the start time, end time and keywords of every cluster. And we
have sorted the result beforehand by the lasting time of every
cluster. In this way, we can easily compare the experiment result
of this research's result with other methods, so that we can
vertify the effectiveness of this method.

This process is also implemented using Java language.

H. Summarizing

The purpose of this research is to extend the content about
the subject in order to make reader have a better understanding
of the subject in a news article. So the last step of the purposed
method is to summarize content ofevery cluster to represent the
general content ofevery group (cluster). In the present stage, we
just list all the titles in every cluster. In the future, we will do
more research on how to distract information from every cluster.

In conclusion, we propose a method that firstly collect news
articles using news search engine and transform into records,
then conduct preprocessing including morphological analysis
upon these text. We perform clustering using the similarity
between two vectors that every vector is corresponding to one
record. We also consider the time interval between records
because topics about the same side of a subject may appear in
similar time. We implement the visualization of the result of
clustering and time line. And at last we summarize the general
content ofevery cluster.

III. Experiment

To evaluate the effectiveness of this method, we conducted
experiments and made comparison with the result of
conventional method. Specifically, we did comparison on the
following results to evaluate this method.

• Whether the time property has an effect on the result of
clustering or not.

• Whether keywords can make readers understand the
general content ofeach cluster or not.

• Correct data rate.

We will call the proposed method "method 1" in the
following parts. At the same time, we picked two methods as
comparison method, namely method 2 and method 3. The
method 2 uses the formula (11) to calculate the value of mean.
And the method3 adopts the formula (12) to calculate the value.

Distancei j = Similarity^ i,j) (11)

Distancei j = Similarity{i,f) x Timelnterval{ i,j) (12)

We collected three sets of experiment data using Google
news search engine in three different times manually. We made
use ofthe first few pages ofthe search results. We picked up all
the news articles from the webpages. We used "787" as the
search keyword. (787 is a new model airplane produced by
Boeing, but in the past few months, there are many news that
cover some events about the airplane because of cancellations
and a lot of investigation into it.) Then we stored them into text
files and numbered them as the sample 1, 2, 3.

1. Sample 1: 97 pieces of news articles collected in
January 25th, 2013.

2. Sample 2:43 pieces of news articles collected in March
31th, 2013.

3. Sample 3: 35 pieces of news articles collected in June
27th, 2013.

When we conducted experiments to verify whether the time
property has an effect on the result ofclustering or not, we made

- 30 -



statistics and analysis upon the results of the timeline.
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It can be seen that an effective effect on clustering algorithm
by time property is shown in this experiment. It meets the
expected goal.

Then we conducted experiment to test if the keyword
extraction can effectively extract keywords that can help readers
understand the general content of clusters. Since the expressive
of words is not objective but is determined by comprehension of
readers, we conducted survey in the form of questionnaire. The
questionnaire is targeted at readers. And letting making readers
being subjected to this investigation, we told readers the
information about Boeing 787 and because of some defects,
events like suspend of flights, about it have appeared frequently

in recent several months. What readers do is to make intuitive

judgment that if these words of each cluster can make you
understand the general content of articles and make choice from
three options which are "cannot understand", "can understand a
little" and "can understand". We assigned weights of 0, 1 and 2
to _ each degree when we counted the result.

11
Sample 1 Sample 2 Sample 3

Method 1 t} Method 2 Method 3

Fig. 7. Average value ofquestionnaire results

I 0.6 -

Sample 1 Sample 2 Sample 3

55 Method 1 ^ Method 2 = Method 3

Fig. 8. Variance value of questionnaire results

After we summarized all the results of each candidate, it can
be indicated that the minimum ofaverage value is 1.975 and the
maximum is 2.45. The variance is between 0.36 and 0.53. We

can infer that the keyword extraction of this method turns to be
effective and can bring reader a certain degree of understanding
general content of cluster.

In fact, it is hard to create correct data because there may be
not a clear line between news articles that talk about the same

subject. And one piece ofnews may describe several sides about
one subject. In order to verify the elTectiveness of the proposed
method, we created correct data in two ditTerenl ways.

In one way, we created correct data based on the general
content of news articles. By judging the meaning of title, we
classified these articles into groups as the table shows. The row
of expected data is what we obtained by classifying articles
sample. Each word is the keyword of each group. The rows in
right side mean the results of clustering of each method, wc
compared expected data with results. When two or more
elements in one cluster also exist in one group in expected data,
we defined these element to be correct data. When some groups
in expected data only own one element, if the clustering can
generate the cluster has the only element as in expected data, it
is defined to be correct data. After we counted the number of

correct data, we compared the correct data rate of each method.
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We conducted an experiment using another way to create
correct data. In this one, we extract words from all the titles
whose frequency is not too big or too small. We sort the list of
words by frequency and get rid of the first three words and the
words that appeared only once. Then we use these words as a
basis for classification. We define an element as correct data if
it has the same words with other elements in the same cluster.

Cs 2/5 - m =

III
Sample 1

III ill
Sample 2 Sample 3

^ Method 1 = Method 2 • Method 3

j-'ig. 9. Comparison ot"correct data rate.

After we compared the results of purposed method with the
conventional method, we infer that our method has the following
feature:

1. The scale of generated clusters is a little different from
the conventional method. When it is a large sample, this
method has a trend to generate fewer clusters than the
conventional one. Conversely, when it is not a large
sample, the division turns to be more detailed.

2. After performing clustering and extracting keywords of
every clusters, the results of this method turn out to be
more understandable for readers than the conventional

3. This method has the trend to generate more clusters that
last shorter time (which mean the time difference
between start time and end time of news articles in a
cluster). And the average of duration time is much
shorter than the conventional method.

4. This method is proven to have a better performance on
detecting topics from a large number of news articles.
And this also proves that it is possible to do clustering
upon news articles based on similarity and time property.

IV. Conclusion

Because in nowadays, there are many news websites.
However, it will cost some time for readers to know the more
sides of the subject when reading about it. !n order to help
readers get know the whole information of subject in a short
time, this research proposes a method to partition a number of
news articles and extract keywords of every group. We can use
similarity between articles when we perform clustering, but one
news article may involve many sides of a subject. And from
research results gotten in one time, there is a trend that some

articles about the same sides appear in some certain time.
Therefore the method that we proposed considers the time
property of every news article.

The experiment result turns out that this method has a better
performance in generating clusters and extracting keywords
that readers can infer the general content of clusters.

In the future, we will focus on how to improve the method of
summarizing the content from news articles and investigate
how to extract main information from the result of

summarization in order to present full view ofsubject to readers.
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