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Abstract—Sales prediction is a basis of the enterprises’ budget
management and it plays a decisive role in the production and
sales. This paper proposes a method for prediction of wine-sales
at a wine store. A typical prediction system consists of a learning
part and an actual prediction part. The learning determines
several parameters needed to the prediction. One of known
difficult issue is how to cope with unknown changes caused by
accidental events. In this paper, to cope with this issue, we
examine two methods; static and dynamic learning in the former
part, and three methods; template matching, linear regression,
and neural networks in the latter part. Experiments using real
wine-sales data show that the neural networks with the dynamic
learning give us the least prediction error, 23.8% on average.
Future work includes the improvement of the methed by using
other independent time-series data which might operate the
prediction.

Keywords; prediction, template matching, neural network,
linear regression, sales

L INTRODUCTION

The prediction is one of important technologies in
economics and natural sciences. People want to provide for and
against the future. For example, the weather forecast helps your
decision if you should bring an umbrella with you or not. The
route prediction of typhoons and the earthquake prediction may
save people’s life. In economics, people efficiently invest their
money in the stock of a company with predicting the stoke-
price. A product manager and/or a sales manager have to
control the inventory of goods correctly with predicting their
stocks.

The data type to handle in the prediction is numeric or
categorical. The number of goods is expressed by numeric data
. while the weather is by categorical data such as “sunny,”
“cloudy,” and “rain.” Whatever the data type is, the data is a
function of time, f, because it must express a value or a
categorical term at each time.

In this paper, we take wine-sales data as an example in
order to develop a prediction system. The data are numerical
and time-series. Figure 1 shows the sales record of SKU1288
through six years. SKU stands for “Stock Keeping Unit,” and
“1288” means a kind of the product code corresponding
“yellow tail” (Australian wine) for example. This particular
prediction can greatly help a wine store because they can adjust
the inventory and improve the marketing strategy to gain more
profits from the sales. Therefore, the prediction is an
indispensable technology for sales and marketing,
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Because of the importance of the prediction, many methods
have been developed so far. The prediction problem can be
normally regarded as the detection of the rules among data in
time series. Therefore, this is a so-called mapping problem
which can be solved by Template Matching, Linear Regression,
Neural Networks, etc.

The Template Matching[1] is used to search for similar
time series data to the current data and estimate the future data
from the searched data. The Linear Regression[2] and the
Neural Networks[3] can be used for analyzing the relationship
among the time series data.

In actual sales, the prediction is not only depends on the
sales data of the past but also many hidden context, which is
not given explicitly in the form of predictive features[4].Some
examples of the hidden context are temperature, rainfall and
some accidental events in the wine-sales. As shown in Figure 1,
the data from the year 2006 through 2008 are much different
from that from the year 2009 through 2011 in the amount of
sales. There must be some hidden factor between the year 2008
and 2009. This is one of known difficulties in the prediction
problems and this paper proposes a prediction system which
could solve this issue.

In Chapter 11, the prediction system is proposed. In chapter
I1I, after the determination of the parameters to optimize the
system, the proposed prediction system is evaluated by using
real wine-sales data. In Chapter IV, we concludes the result and
states the future study.
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Figure 1. Six-year-sales data of SKU1288

II. METHOD

Figure 2 shows the outline of the proposed system which is
composed of three units; a Data Fetch Unit, a Prediction
Processing Unit, and a Learning Processing Unit.

—15 —



Time series

data, S(1) Current data, S(r-n+1), S(t-

! n+2), ..., S@-1), and S(1)

-

= T

) Prediction dioted

= - Predicte

2 Processing edatum, S(t+1)

£ Unit

8 ,\

A < "% Parameters: ap, ay, ....,
o

et an Wy erc

Learning Processing Urﬂ

Figure 2. Outline of the proposed method

A. Data fetch unit

The purpose of the Data Fetch Unit(DFU) is to store some
range of time series data for predicting the next future datum.
The data is shifted into DFU one by one. In the case of
SKUI288 in Figure 1, the data unit is monthly sales. It
depends on demands and can change it to daily sales or yearly
sales. Hereinafter, we denote the data as S(t-n+1), S(t-n+2),
..., S(t-1), and S(t), where ¢ is the current month in the case of
monthly data and # is the number of fetched data. For example,
if =7 (July) and »=5 (months), then the fetched data are S(3),
S(4), $(5), $(6), and S(7). Usually, the parameter, n is very
important in the prediction accuracy. We discuss this issue
later in Chapter II1.

B. Prediction processing unit

The purpose of the Prediction Processing Unit (PPU) is to
analyze the input data from the DFU and to predict the next
future datum, S(z+1). For example, if =7 (July) and »=5
(months), then the system must predict the sales on August,
S(8), from the current data, S(3), S(4), S(5), S(6), and S(7)
(though they actually includes the past data, but here we call it
current data for simplicity). To investigate the rules between
the next datum, S(r+1), and the current data, S(r-n+1), S(t-
n+2), ..., S(-1), S(t), Template Matching (TM), Linear
Regression (LR), and Neural Networks (NN) are examined.

1) Template matching:This model is based on the
assumption that the future datum is also similar if the current
data are similar. The current data are scaned on the database in
the learing processing unit, and the past data which are similar
with the current data are detected by the following matching;

ty= argmin{X [S(t’-n+i)-S(t-n+i)*}, ¢))

t’ i
where!< i< n, £,,,< t'< tya, S(t'-n+i)(I< isn) are the past data
at time=¢",S(t-n+i)(I< i <n) are the current data at the current
time=z, and f; is the time having a minimum distance. The
searching (learning) interval is from t,;, throuth 7,,. Then,
The next dataum, S(z+1) is expressed by;

S(t+1)=8(ip+1), @)

2) Linear regression:This model is based on the
assumption that the future datum, S(t+1), is expressed by a
liner equation of the current data;

S(t+1)=ay+ Za*S(t-n+i) 3)

1

where aga;, ***,a, are are constant values determined in
advance so as to minimize the total error, E, in the period to
learn, #,,;,< t’< t,yox. E can be defined by;

E=X {S(t*+1)- ar-Za*S(t-n+1)} “4)
y ,

I

where ag,ay,***,a, are easily determined by solving 0E/0a,~=0,
....,0E/8a,=0.

3) Neural networks: Though the LR gives you a linear
function for prediction, however, some prediction might
require a non-linear function, f;

S+ 1)=f(St-n+1), S(t-n+2), ...., S¢-1), S(1), (5)

which is determined by trained S(¢) from #,,;, throuth tnax. OnE
of the methods to determine the function is a Neural Networks.
The function can be expressed in the form of networks using
sigmoid functions and weights ;. Back propagation can tune
the weights so as to minimize the total transform error in the
trained data, S(7’) from ¢,,, throuth ¢,,,. Since the range of the
output of the neural networks is normally between 0.0 to 1.0,
therefore the data S(7’) are normalized by;

SC)={S(t)- Spint/{Smar min} > (6)

where §°(1’) is the normalized data, S, is set a little below
from the minimum value of S(¢’) and S,,,, is set a little above
from the maximum value of S(¢’) so as to the range between
Spmin 10 Spax covers all data of S¢z).

C. Learning processing unit

The purpose of the Learning Processing Unit (LPU) is to
deliver the parameters such as the past data, S(r “n+i) in the
TM, the coefficients, a;, a;, ,a,in the LR, and weights, ¥;in
the NN, to the PPU.

Those parameters are determined in advance by using S(t’-
n+i). The learning procedures are explained already in
previous section. We call this learning static learing. This
learning uses the data S(#’-n+i) from a fixed period 7, <t "<t
and it is done in offline mode.

To cope with drastic change caused by hidden factors
explained in the introduction, a dynamic learning is proposed
here. The kinds of parameters are same as those of the static
learning, but the values of parameters are changed dynamically
in order to fit with the tendency of the data. The timing of
changing parameters is important, but it’s very hard to find out
the data changes. Therefore, this method calculates optimum
parameters at every prediction. The top and end of the
searching (learning) interval, 1,,,, and #,,,,, must be a function of



time. The most simple case iS fuiy=f-lingnt! and 1,,=t, the
searching (learning) always uses previous #,g, number of data
before the current time ¢ in order to calculate the parameters by
online. We compare the dynamic learning with the static
learning in the next chapter.

III. Experiments

In this chapter, we firstly define the prediction error rate,
and secondly discuss the optimum number of the fetched data,
and then we show the prediction results of the TM, the LR, and
the NN using the dynamic learning, which are compared with
the results by using the static learning. Moreover, we show the
prediction result of a different SKU case and the result of the
case added by temperature information.

These experiments use mostly monthly sales-data of the

wine, SKU1288, which were recorded from 2006 through 2011.

The original data was already shown in Figure 1.

A. Definition of the prediction error rate

In order to investigate the accuracy of the proposed method,
we need a quantitative definition. In this paper, the following
simple prediction error rate, E,;, is defined;

E=S(+1)=S, 118, @)

Where S(t+1) is the prediction sales-datum, and S, is a real
sales.

B. Optimum number of the fetched data

The number of the fetched data, » is very important because
it usually influences the prediction accuracy. Figure 3 shows
the variations in the average error rate of the 2011 sales-data
against the number, n, when it changes. The experimental
condition is that the method is the LR with the static learning.
The learning interval is fixed by #,,;,= 1 (Jan.) of 2006 and ¢,,,,=
12 (Dec.) of 2010.
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Figure 3. Variations of the prediction error rate

As shown in the figure, the error rate in the case of 5
months is lowest. Therefore, we set #»=5 and uses this in the
following experiments. We assume that this result is applicable
to the other methods and the dynamic learning,

C. Prediction using the dynamicand the static learning

1) Prediction using the dynamic learning: Figure 4 (a) (b)
and (c) show the prediction results by the the TM, the LR, and
the NN using the dynamic learning under the condition that
tyi=t-11 and ty=HTiengn is 12), and #=5. Each dotted line in
the figure indicates the result obtined by each method. Table 1

and Figure 5 show the avearage error rate of each year by each

method. The structure of the NN is 5*10*1 neurons.
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Figure 4. The prediction results by the dynamic learning

Table 1. The prediction error in the dynamic learning

Year 2007 | 2008 | 2009 | 2010 2011 | Ave.

E ™ 14.8 17.5 56.8 14.7 28.6 26.5
o/:d LR 16.1 22.5 115.0 36.0 269 | 43.3
NN 11.0 18.0 44.9 21.0 24.1 23.8
Average
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Figure 5. The prediction error in the dynamic learning

2) Prediction using the static learning:Table 2 and Figure
6 showthe avearage error rate of each year by the the TM, the
LR, and the NN using the static learning. The condition
iS;tmn=1 (Jan.) and #,,~=12 (Dec.) of the previous year, and
n=5.




Table 2. The prediction error in the static leaming

this first attempt. The sales data are normalized by temperature
and they are used in the experiment. Table 3 shows the results.

Year 2007 2008 2009 2010 2011 Ave.
E ™ | 150 30.1 772 202 38.2 36.1
(;d LR 19.1 66.8 68.7 24.8 29.9 41.9 Table 3. The prediction error by the addition of temperature info.
’ NN 18.0 228 74.5 23.1 272 33.1 Year . 2007 2008 | 2009 | 2010 | 2011 | Ave
E()d%
Pt Temper. Info. 128 | 163 | 37.8 | 245 | 251 | 233
130.0% E d%
roo ™ N 148 | 175 | 567 | 147 | 286 | 26.5
90.0% o :‘ ; _ ;;:
70.0% [———————— T ~
50.0% / \\ F. Summary of experiments _
30.0% ’/_:,_, = G We summarize the results of the experiments as follows;
10.0%
2007 2008 2008 2030 2011 Year 1) When the number of the fetched data, n is five, the

Figure 6. The prediction error in the static learning

3) Consideration: The comparison between the results
shows that the dynamic leaming gives us more accurate
prediction, especially, the prediction in the year 2009 just after
some hidden factors changed the sales. The NN gives us a
much better prediction results.

D. Another SKU case

The same experiment is done by using another sales data
of SKU1334. Figure 7 shows the results by the NN with the
dynamic learning. The average error is 17.6%, which is a
slight better than that of SKU1288. In this SKU, the optimum
number of the fetched data, n=1.
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Figure 7. The prediction error(NN)in the dynamic learning (SKU1334)

E. Addition of another information to predict

Here, we attempt to use temperature data as well as the
sales data for the prediction. Figure 8 shows the temperature
data at the location of a wine shop which gave the sales data.

prediction error is minimum in the case of SKU1288.

2) The dynamic learning gives better prediction than the static
learning,

3) The NN is the best method to predict, the second is TM, and
the last one is the LR.

4) Another SKU data gives similar prediction accuracy, which
proves that the results are reliable.

5) The attempt using the temperature data gives a slight better
prediction.

IV. CONCLUSIONS

This paper proposed a prediction system which could cope
with data having big variation caused by some hidden factors.
The system consists of three units; a data fetch unit, a
prediction processing unit, and a learning processing unit. We
examined three prediction methods; Template Matching,
Linear Regression, and Neural Networks, and proposed the
dynamic leaming. Experiments using real wine-sales data show
that the Neural Network with the dynamic learning gives the
least error rate of the prediction, 23.8 %.

The future work includes; 1) attempts to use other
information such as rainfall, holidays, promotions, and
economic environment, because the attempt using the
temperature has better effect, and 2) mining the useful features
detected from the original sales data.
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