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Abstract 2

ASTUDY OF OMNI-DIRECTIONAL IMAGE BASED
ENVIRONMENT RECOGNITION FOR MOBILE ROBOT

Manabu SHIMIZU

Abstract

Development of intelligent autonomous mobile robot is one of current active research area. To
develop intelligent autonomous mobile robot, selection of appropriate sensing device and robust
environment recognition algorithm is necessary. According to results of environment recognition, the
robot has to find appropriate path for navigation. To detect allowable path, we employ an
omni-directional camera as a sensing device for environmental recognition. According to image
captured by omni-directional camera, we newly develop environment recognition algorithm for
autonomous navigation. The features of developed new environment recognition algorithm are
following ;(1) Morphological operations are applied to detect robust and accurate obstacle
detection.(2) Region segmentation based lane detection algorithm is applied.(3) Improved Hough
transform which can detect curvy lane is applied to confirm the results of (2). The effectiveness of

proposed new algorithm has been demonstrated in this study.

Key Words: Omni-directional camera mobile robot environment recognition lane detection
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(1

(IGVC Intelligent Ground Vehicle
Competition) ACC(Autonomous Challenge Competition)

[2] ACC
ACC

12 IGVC

IGVC (AUVSI Association for Unmanned Vehicle Systems
International) 1993
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IGVC Autonomous Challenge Competition Navigation Challenge Competition

Design Competition 3 ACC

(a) Vehicle of each university (b) Autonomous Challenge Competition
Photo 1 IGVC



2.1 Autonomous Challenge Competition ACC

IGVC ACC
2.1.1
ACC 2 3 5[m]

Tablel Fig.1

Table 1 Regulations of Autonomous Challenge Competition
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3 5[m]
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—

(&) Course of ACC 2006 (b) Detailsin course
Fig.1 Course of ACC
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2006
Table2 Photo 2
Table 2 Regulations of Obstacles
1.2[m] 0.25[m]
1.2[m] 1.5[m]
0.6[m] 0.15[m]
0.3[m]
15

(b) Hedge
Photo 2 Obstacles

Photo3 2006 ACC

Photo 3 Course environment
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Fig.9 Relation between Omni-directional camera and ground plane

Fig.10

(8) Omni-directional image (b) Ground plane image
Fig.10 Reconstruction of omni-directional image
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(a) Ground plane image (b) Binary image
Fig.11 False detection of alane
(A2) YUV
Fig.12
Red part detection Obstacle detection
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image transform operation coordinate
(a) Conventiona method
Red part detection Obstacle detection
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(b) Proposed method
Fig.12 Obstacle detection agorithm
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522 U
RGB U 2 Fig.14

() RGB image (b) U image (¢) Red part detection
Fig.14 Result of red part detection
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Fig.16 Opening and Closing
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Fig.17 128 128[pixel]
10[ pixel]
(a) Ground plane image (b) Red part detection (c) Closing
Fig.17 Result of obstacle detection
54

Fig.18

(a) Conventiona method (b) Proposed method

Fig.18 Result of obstacle removal
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(b) Proposed method
Fig.20 white lane detection algorithm



21

6.2.1
(x.y)
(Ax,Ay)
X Ax = F(x+1y)- f(x,y)
y Ay = f(xy+1)-f(x,y)
JAX? + Ay?
Fig.21
-1 01 -1 -1]-1 1] 0] 1 -1 -2 -1
-1 0 1 0 0 0 -2 |0 2 0 0 0
-1, 01 1111 -1, 01 1121
A, f A, f A, f A, f
(a) Prewitt operator (b) Sobel operator
Fig.21 Edge detection operator
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Fig.23 Region segmentation
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Fig.24 Division of image by region segmentation
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6.4.2
@) )
h w a ra (
)
Height(h) | Width(w) | Area(a) | Ratio of areas(ra)

A
3[pixel] 3[pixel] 9[pixel] 1
5[pixel] 2[pixel] 6[pixel] 0.6

B

C 3[pixel] 5[ pixel] T[pixel] 0.4667

1[pixel] 2[pixel] 2[pixel] 1
D

Fig.28 Example of typical figure

a>a (21)
(h<p)uw<y)u(ra<o) (22)
a,B,y,0

Fig.29

(a) Ground plane image (b) Binary image (c) Line detection
Fig.29 Result of line detection
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Fig.30 Example of course
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Fig.31
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Binary image » Hough transform ™ paralldl straight line » Course coordinate
(a) Conventional method
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(b) Proposed method
Fig.31 Course detection algorithm
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7.2 Hough

7.2.1 Hough
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2 0
(23) Xy p 0
[Fig.32 (e) (f)] 0 A6
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(A3) (A4) (A5) Hough
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Fig.33 Relation between right and left lanes
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(a) Binary image (b) Hough space (c) Course detection
Fig.34 Result of course detection
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7.2.3 Lane fitting
Hough
Hough 1

Number of votes
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(a) Binary image (b) Hough space (c) Course detection
Fig.35 Result of course detection
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—— course candidate 1

Mobile
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robot
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(a) Course (b) Approximation of curve
Fig.36 Lanefitting
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Lane fitting

Fig.37

(a) Course candidate (b) Course detection
Fig.36 Result of course detection by Lanefitting
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(a) Conventiona method

Obstacle detection Lane detection

(b) Proposed method
Fig.37 Result of environment recognition 1



Obstacle detection Lane detection

(a) Conventiona method

Ground plane image Obstacle detection Lane detection

(b) Proposed method

Fig.38 Result of environment recognition 2
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(a) Conventiona method

Ground plane image Obstacle detection Lane detection

(b) Proposed method

Fig.39 Result of environment recognition 3
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Fig.40 Result of environment recognition 4
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Table 3

Table 3 Table 4

)

CPU

Pentium4 2.4GHz

Memory

512MB

0S

Microsoft Windows XP

Programming language

MATLAB7 Microsoft Visual C++ 6.0

Table 4

KMC-0001 KMC

980x 625x 930

(mm)

150 3005

70

(Kg)

100

(mm kpa)

3.00-84 ( 350 294 314)

(mm)

390 400 435

5 (85 105 )

DC 24V 280Wx2(30 )

LC-XC1238AJIN

8 12

6km/h
3 30 45 60(45 60 )

(km)

75kg

70% 30km

()

10

80

(mm)

100

(mm)

790

100
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Table5 Table 6
Table7
Table5
CCD SONY EVI-370
Focus 18 27
48.8deg 4.4deg
a=3.121, b=44.17, c=40.14
Table 6
025 /05 1
155x210x156mm  WxHxL
RS232/R$422
1
180
0 +50
P65
(m) 80
(mm) 10
53ms/26ms/13ms
-30 +70
24V DC+15% 500mV
PNP3 24V DC
+15mm
9.6/19.2/38.4/500 kbps
4.5kg
LMS200 2
0 50
Table7 ( )
CPU Pentium M 1.6GHz
Memory 512MB
oS Microsoft Windows XP

Programming language

MATLAB7 Microsoft Visual C++ 6.0
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2006 2
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